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(not worth trying to sort out, IMHO)





(See more “picturesque” versions, upcoming slides)



Some fun topics concerning phenomenal consciousness (see McDermott ch.4)

The real David Chalmers:
I experience qualia, but
conceivably, I could have 
a double who is just like 
me 
but experiences nothing!

Zombie-universe Chalmers:
I experience qualia, but
conceivably, I could have 
a double who is just like 
me 
but experiences nothing!

Mary, the color perception expert:
(Frank Johnsons’ thought experiment) 
I’ve grown up in a black-and-white lab,
but I fully understand how my brain
would process the sight of a red rose!

Wow,  I didn’t expect that!
I’ve learned something new!

(Therefore qualia are not 
explained
by neuroscience.)

Key considerations:
Partial zombies …

• Captioning glasses
• Sleepwalkers
• Blindsight
• Cognitive robots

Key considerations:
• Purely symbolic self-modeling
• Self-models with “signal sites”

BTW, McDermott invokes 
something like “signal sites”, but
says they are “gibberish” from 
an external, linguistic perspective.



John Searle’s “Chinese Room”

Key considerations:
• Near-identical brains => 

near-indentical qualia??
• What about less similar brains?
• What about robots, bees, aliens?
• Relevance of qualia topology

Logically, 
could this be?
If so, are qualia 
non-causal?

Inverted spectra

Key considerations:
• Might the ”system” of {room

+ stored information + Searle}
be conscious & intelligent?

• Would the required storage fit
into the universe?

• Does Di Li’s (MS Asia) hugely popular
“Xiaoice” implement Searle’s idea?

Searle knows
no Chinese, 
yet “converses”
Are computers
like this, & thus
unconscious, &
unintelligent? For dialog examples see

http://nautil.us/issue/33/attraction
/your-next-new-best-friend-might-
be-a-robot


