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We are given training data x(!) ... x("Y), with class labels y; . .. yn. We will

represent the class label as positive or negative one, which gives a simple form
for the classifier’s output probability that applies to both class labels.
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The stochastic gradient descent algorithm for training consists of making
a step in the direction of the data point x("), multiplied by the class label y,,,
when we make an error, with a learning rate a.
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The algorithm above is derived from taking the total likelihood of the train-
ing data. We aim to minimize loss L, which is defined as the negative log
likelihood of the training data.
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This objective function above consists of a sum over examples in the train-



ing data of a term L,, corresponding to the nth data point.
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The SGD algorithm makes an update according to the gradient of one point’s
Ly,
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