
Language-Model-Based Parsing 
and English Generation 
for Unscoped Episodic Logical Forms

Abstract

Unscoped Episodic Logical Forms[1] (ULF) is a 
semantic representation for English sentences 
which captures semantic type structure, allows for 
linguistic inferences, and provides a basis for 
further resolution into Episodic Logic[2] (EL). We 
present an application of pre-trained 
autoregressive language models to the task of 
rendering ULFs into English, and show that ULF’s 
properties reduce the required training data volume 
for this approach when compared to AMR. We also 
show that the same system, when applied in 
reverse, performs well as an English-to-ULF parser.
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We apply the techniques of GPT-Too[3], an AMR to 
English converter that finetunes a pretrained 
autoregressive language model to generate pairs of 
AMRs and corresponding English sentences, to 
generate English sentences from ULF, and vice 
versa. Shown below is the string format used in the 
fine-tuning datasets for English generation (top) 
and ULF parsing (bottom).

We trained the Huggingface transformer gpt2-large 
model on a dataset of 1,378 hand-annotated 
ULF-English sentence pairs. The ULF-to-English 
model was fine-tuned to maximize the joint 
probability of the English tokens ei and ULF tokens 
uj  as shown below.

We decoded the probability distributions and 
obtained output strings for both tasks using beam 
search, greedy sampling, nucleus (top-p) sampling, 
which truncates the infrequent tail of the probability 
distribution and samples from the top 90% of the 
probability mass, and thermal sampling, where, 
prior to weighted random token selection, the 
probability of each token is transformed according 
to a temperature parameter τ.

GPT-Too improved performance by parsing the top 
K sentences into AMR and scoring them, so we 
rescored with an external ULF parser and the metrics 
EL-Smatch and SemBLEU.

Scored generated English with: BLEU,  chrF++, and 
METEOR
Scored generated ULF with: EL-Smatch and     
SemBLEU
All scores are out of 1.0

(i.pro ((pres want.v)
    (to (dance.v
         (adv-a (in.p (my.d ((mod-n 
new.a)
                    (plur 
shoe.n)))))))))

I want to dance in my new shoes

ULF  <SEP>  English  <END>

English  <SEP>  ULF  <END>
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Our model with beam search ties or 
outperforms the rule-based ulf2english 
tool, and significantly outperforms any 
AMR-to-English system.

Our model slightly outperforms the ULF 
cache transition parser by the EL-SMATCH 
metric, and is slightly outperformed by it 
by the SEMBLEU metric. Both models 
significantly outperform the evaluated 
AMR parsers by both metrics.
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els = EL-Smatch rescoring added to 
generated log probability

ULF

English

In both tasks, we outperform not only
comparable models for the AMR representation, but 
also existing models for the same tasks using ULF. 
Although our ULF training dataset 
(N = 1,378) is considerably smaller than the 
LDC2017T10 AMR dataset (N = 36,521), we achieve 
superior performance to all evaluated 
AMR-to-English and English-to-AMR models. This 
suggests that ULF’s properties, perhaps most 
notably the syntactic information preserved in its 
type system, make it a compelling semantic 
representation for tasks where transduction to and 
from natural English is required.
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