
“I grew up in  Ohio”
“I‘m an aspiring scientist”
“My best friend is Alice”
“I can play the piano”, 

etc.

(me (built (at UR) (in 2022)))
(me (be (self-aware robot)))
(me (understand English))
(Alice (be (my teacher))), etc.

*KB*

Self-Awareness through Access 
to Self-Knowledge

Self-model = knowledge about oneself that
can be accessed, and can be used together
With general (stored) knowledge to reason
(& talk) about oneself in relation to the world.

But how can we represent such self-knowledge
and general knowledge in a machine? 



Representing Knowledge in First-Order Logic (FOL)
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Not all knowledge is symbolic …
Some is analogical at the feature level

e.g., new image of a dog  è output “dog” (or “beagle”, etc.)

A woman fell in love        => The woman was happy;
A man had an accident     => The man was unhappy;
A child received a present => The child was delighted;
A student was mugged     => The student was furious;
A man tripped and fell     => The man was embarrassed;

e.g., a student graduated  è The student was proud

Many thousands 
of examples

In effect, the NN makes an analogy between the training images & given new ones

In effect, the NN makes an analogy between the [premise => conclusion] examples
& the conclusion that corresponds to a new given premise (also “learning English”)



Consider the following situations:
a. “Walking alongside the lioness, Joy Adamson stroked its head”.

b. “Walking alongside the giraffe, Joy Adamson stroked its head”

• Imagistic knowledge (3-D visualization)  [Miller, Kosslyn]

For  a computer, use graphics rather than symbols

• Temporal knowledge (before/after, when, duration)

The arrow sequences
are analogues of event
sequences

• Taxonomic knowledge (type hierarchies)
Phys-obj

Non-living Living

ArtifactNat-obj Creature Plant

Human Animal

Phys-stuff Abstract-obj

uses analogical representations




