
1. Movaon
• Problem: how to create modifiable SDS with deep understanding 
and goal-driven behavior, but also robust and topically broad?

• Approach: leverage dialogue schemas — extension of dialogue 
plans that allow for stascal, expectaon-driven behavior.

• Schemas can be used for abducve inference or goal planning, and 
can possibly be learned from story or dialogue corpora.

Restaurant Schema
Types & Roles: waiter, customer, ...
Goals: customer wants to eat
Precondions: customer has money
Postcondions: waiter has money
Episodes: customer sits at table, ...

Can be inferred from 
matched schema:
4. The waiter asks for 
Jo’s order.

Observaons:
1. Jo sits at the table.
2. Jo has money.
3. A waiter goes to Jo.
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* Obtained using text-based simulated system due to Covid lockdown.

Spaal Q/A Temporal Q/A

• A SDS for spaally-aware Q/A and collaborave construcon.
• Uses generic specialist models for spaal & temporal reasoning.
• Can teach user concept through interacve building of examples.
• Evaluated Q/A in user study involving free-form spaal quesons.

2. Eta Dialogue Manager
• Interleaved percepon, interpretaon, planning, inference, and execuon.

• Support for mul-modal interacon through various perceptual subsystems.

• Two-stage semanc parsing pipeline using intermediate “gist clauses”.

• Stores symbolic facts — context, episodic memory, and general knowledge.

• Dynamically creates plan by matching selected dialogue schema with facts.

• Specialist reasoner subsystems (spaal, temporal, etc.) aid with inference.

• Output produced using reacon module and mapping episodic logic to text.• Output produced using reacon module and mapping episodic logic to text.
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Acve Schema
:header ask-about-prognosis.v

:goals
  ?g1 ̂me want.v (that (̂me know.v ...))

:episodes
  ?e1 ̂me say-to.v ̂you “what does
                   this mean for my future?”

Hierarchical Planner

Current Plan
E1 ̂me say-to.v ̂you “what ...”

?e2 ̂you reply-to.v E1

?e3 ̂me react-to.v ?e2
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OutputEta: “What’s your
favorite type of food?”

User: “I enjoy Thai” Eta: “Personally I like 
Mexican food”

“What is your favorite 
cuisine?”

“Your favorite cuisine 
is Thai.”

“My favorite cuisine 
is Mexican.”

(what.pro ((pres be.v)
   (= (your.d (favorite.a 
cuisine.n)))))

((your.d (favorite.a cuisine.n))
   ((pres be.v) (= Thai)))

((my.d (favorite.a cuisine.n))
   ((pres be.v) (= Mexican)))
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4. SOPHIE Standardized Virtual Paent
• Simulated paent to allow medical students to pracce difficult conversaons.

• Users receive automated feedback during dialogue with virtual agent.

• Challenges include mixed-iniave dialogue, open-ended/unexpected quesons.

• Crowdsourced evaluaon gave promising results for Eta vs. fine-tuned DialoGPT.

• More robust methods of interpretaon necessary for beer understanding.

“I’ve already scanned the test results, but I don’t understand. Could you explain what they mean?”

“So unfortunately SOPHIE I have some bad news. It looks like the cancer has grown and spread.”

[SAD] “It’s spread? Those are not the words I wanted to hear... what does it mean for me?”

Paent A/B’s response ... (1-5 Likert rang) 
Q1 ... is fluent and natural. Q2 ... is consistent with her having 

understood the previous turns.

Q3 ... is consistent with her role as 
a cancer paent.

Q4 ... expresses appropriate emoons.

Dialo-GPT
Eta

5. Ongoing and Future Research

• Collect lexicon-scale dataset of crowdsourced BDI 
inferences across verbs in various frames.

• Use mixture model to discover inference paerns.

• Allow DM to infer BDIs from natural language inputs.

Modelling Belief, Desire, and Intenon (BDI)

Verb clusters {loved, pleased, ...}
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“A loved that C happened.”
“How likely is it that A 
wanted C to happen?” 

Extremely 
unlikely

Extremely 
likely

• Experiment with contextualized embeddings and 
language models for gist clause & semanc parsing.

• Stascal retrieval model for selecng reacons from 
system’s knowledge base and memory.

• Boom-up inferences from stored facts and memory 
using generic episodic logic reasoner (EPILOG).

• More robust dialogue planning using stascal schema • More robust dialogue planning using stascal schema 
matching and alignment.
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