Lecture 24: Virtual Reality and
Augmented Reality

Yuhao Zhu

http://yuhaozhu.com



Logistics

Final project due 12/20, 11:30 AM.

* Provide a write-up describing what you have done, along with the code.

e Submit a Jupyter notebook it you code in Python



The Roadmap

AR/VR

Applications



Virtual Reality

immersive display; everything you
see is emitted from the display.
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https://fortune.com/2016/11/15/virtual-reality-gaming-entertainment-tech/ 4
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Oculus Quest
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Samsung Gear VR Google Cardboard
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VR Hardware



The Most Important Piece: Lenses

driver electronics

liquid crystal display
liquid crystal display

housing
lenses

spacer

https://movietvtechgeeks.com/quickie-virtual-reality-101-will-affect/ 11



The Most Important Piece: Lenses

Why do we have to have
driver electronics lenses? Can't we just

liquid crystal display put a display directly in

liquid crystal display / front of eyes?

housing

-
-
-

backlight

¥

spacer

https://movietvtechgeeks.com/quickie-virtual-reality-101-will-affect/ 11



The Most Important Piece: Lenses

Also called “eye piece”

o< : ; <
Exhibit = A Exhibit

https://www.roadtovr.com/sensics-ceo-yuval-boger-dual-element-optics-osvr-hdk-vr-headset/ https://www.amazon.com/Google-87002823-01-Official-Cardboard-Brown/dp/B01MQ5J5J4
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Thought Experiment
®

5.53 inches (iPhone ﬁ)

Viewing distance: ~12 inches

Field of view: ~25°

cleanpng.com https://www.dimensions.com/element/apple-iphone-11 13
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Thought Experiment
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Thought Experiment
®
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5.53 inches (iPhone ﬁ)

Viewing distance: ~12 inches Viewing distance: ~0.53 inches

Field of view: ~25° Field of view: ~160°
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Thought Experiment
®

5.53 inches (iPhone ﬁ)

——Nf

e
p——

Viewing distance: ~0.53 inches

ieWi“Q distance: ~12 inches

=
"
4
fl
S

Field of view: ~25° Field of view: ~160°
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Thought Experiment
®

5.53 inches (iPhone 11')
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( Viewing distance: ~12 inches

—

Viewing distance: ~0.53 inches

Field of view: ~25° of view: ~160° )
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Thought Experiment
®

ldeally: combine the best of both worlds:

e |arge field of view for immersive experience

e Longer viewing distance for eyes to focus

5.53 inches (iPhone ﬁ)
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( Viewing distance: ~12 inches

Viewing distance: ~0.53 inches

—

Field of view: ~25° of view: ~160° )
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Lens in Virtual Reality Display

Physical display
VR Lens

A
¥

—
Eye relief

This is how far you think the object is
(e.g., 1.4 m in Oculus Rift DK2)

Virtual display

14



What Do Lenses Do?

1: create a wide field of view.

https://www.tomshardware.com/news/virtual-reality-lens-basics-vr,36182.htm| 15
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What Do Lenses Do?

1: create a wide field of view.

2: place the display far away from
your eyes.

https://www.tomshardware.com/news/virtual-reality-lens-basics-vr,36182.htm| 15



What Do Lenses Do?

Oculus Rift DK1,
1: create a wide field of view. virtual display is eo

2: place the display far away from
your eyes.

e ...although the actual display is
necessarily very close to your eyes.

e Your eye lenses don’t have enough

power to focus that close: ~8 cm for

teenagers and ~50 cm for elderlies.

https://www.tomshardware.com/news/virtual-reality-lens-basics-vr,36182.htm| 16



VR Rendering



VR Rendering Overview

First, mind the difference between VR and 360° videos, which sometimes are
called VR videos. We discussed the latter in earlier lectures.
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VR Rendering Overview

First, mind the difference between VR and 360° videos, which sometimes are
called VR videos. We discussed the latter in earlier lectures.
e Creating and rendering VR videos are light-tield imaging/rendering in disguise.

Otherwise, rendering for VR is fundamentally no different from conventional
rendering (for smartphones, computer displays, etc.)

But a few key differences exist:

e Need to track motion (rotation and/or translation)

* Need to render a stereo pair (vergence-accommodation conflict)

e Need to fix lens distortion

* Need to be aware of the low compute power (foveated rendering, eye tracking)

18



Grossly Simplified, Not-to-Scale End-to-End Pipeline

Motion Tracking Relnzlelzlr.\gi]c (i:.erso, Update (data Electrons
(3 DoF or 6 DOF) ens I,S Ortio transfer, etc.) to photons
correction, etc.)

https://xinreality.com/wiki/Motion-to-photon_latency 19



Grossly Simplified, Not-to-Scale End-to-End Pipeline

Rendering (stereo,

Motion Tracking lens distortion
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Motion Tracking lens distortion

Update (data Electrons
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correction, etc.)
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Motion 1 0—> Photon 1
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Motion 2 0—'—h Photon 2
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Grossly Simplified, Not-to-Scale End-to-End Pipeline

Rendering (stereo,
.g ( . Update (data Electrons
lens distortion

(3 DoF or 6 DOF) , transfer, etc.) to photons
correction, etc.)

Motion Tracking

Motion to Photon Latency: < 20 ms (ideally < 7 ms)

100 ms

Motion 1 . . Photon 1 Note that pipelining improves
_ 100 ms = mSE throughput but doesn’t help reducing
Motion 2 ——— > Photon 2 :
| ' the motion to photon latency!
20 ms.
100 ms

Motion 3 0—'—> Photon 2

https://xinreality.com/wiki/Motion-to-photon_latency 19



VR Rendering

® Tracking



Motion Tracking

Recall: motion = translation + rotation

Responsible for rotation

30 131 I32

Responsible for translation

- O O O

|

R3x3 03x1

Tixa T1x1

|

= [X’,y’, 2, 1]

21



Rotation has 3 Degrees of Freedom, Not 6!

1 0 0 cosp O -sing
Around X 0 cos0 sin6 Around Y 0 3 0
Rx: Ry:
O -sin® cos©O sinpg 0 cCOSg
cosy Siny (O
Aro;n.d = -siny cosy O Rotation matrix = Rxx Ry X Rz

0 0 1

22



3 DoF vs. 6 DoF
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https://www.reddit.com/r/oculus/comments/8jerjj/3dof_vs_6dof_hmds/

Vive Focus

L= <

3 DOF (Yaw - Pitch - Roll)

Head orientation only
360 Video
Ambisonics
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o oculus @PICO

Santa Cruz Neo
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https://www.veative.com/blog/degrees-of-freedom-3dof-vs-6dof/



How to Track?

Can a sensor directly provide the 6 unknowns?

* |nertial Measurement Unit (IMU): gyroscope + accelerometer

If not (or sensor data only is unreliable), resort to compute vision techniques,
essentially an optimization problem.

* |nside-out tracking

e Qutside-in tracking

Usually combine IMU sensor + computational techniques

Or, cheat using teleportation!

24



Gyroscope and Accelerometer

Provides angular velocity Provides translational acceleration

Change of capacitance is
proportional to acceleration

Given the sampling rate of the sensor and the reading per sample, integrate
to get the rotation and translation.

https://lastminuteengineers.com/adx|335-accelerometer-arduino-tutorial/ https://en.wikipedia.org/wiki/Gyroscope 25
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Gyroscope and Accelerometer

Provides angular velocity Provides translational acceleration

Change of capacitance is
proportional to acceleration

Given the sampling rate of the sensor and the reading per sample, integrate
to get the rotation and translation.
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Computational Techniques for Tracking

ldeally: solve the system of equations (6 unknowns: 0, @, v, Ax, Ay, Az).

e Recall photogrammetry and SLAM in earlier lectures.
* Find the before/after coordinates of 6 points. Assuming rigid objects.
* |n reality: find many points (over-determined) and minimize a loss.

e Either way, key is to find corresponding points in different camera captures.

A 3x3 matrix O
parameterized

= [X’,y’, 2, 1]

by 0, @, v

AX Ay Az

- O O

26



Outside-In vs. Inside-Out Tracking

Outside-in: cameras are outside, Inside-out: cameras are on the user:
matching points are on the user. matching points are in the scene.

https://delight-vr.com/xr-glossary/ 27



Rift DK2: Outside-In Tracking Using IR Lights

BT -

40 IR LEDs provide 60 equations.
The fixed pattern makes it easier
to find correspondences
between camera captures.

https://www.ifixit.com/News/6625/oculus-rift-dk2  https://www.youtube.com/watch?v=pjdaozuoxSE

28



Inside-Out Tracking

Windows MR Oculus Quest

(2x front cameras) (4x corner cameras)

Oculus Rift S

(5x spaced cameras)

Valve Room, 2014. Use markers to
simplify corresponding matching.

PC Perspective

https://www.reddit.com/r/oculus/comments/b4yc9v/insideout_tracking_camera_positions_windows_mr_vs/

29



VR Teleportation
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VR Rendering

® Stereo rendering (vergence-
accommodation conftlict)



Stereopsis: Depth Perception from Stereo

Scene
Point

D = Bf/ (Xgr- X1

| eft
Camera

Right
Camera

HY MUHUHY M KHaA310 11 KAPCKOM
AAPHAR POCCISL. AIbTA 18]

-----------------------

Image Image
X o Or ;




Stereopsis: Depth Perception from Stereo

Scene
Point

D = Bf/ (Xg- X

Left Right ——
Camera ¥/ D Camera o
Small
disparity
Lett 5 ; Right
mage Image
9 XL OL OR XR g
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Stereopsis: Depth Perception from Stereo

| eft

Camera

Scene

Point

---------------

D = Bf/ (Xgr- X1

Right
Camera

Right

mage

Large
disparity

HY MUHUHY M KHaA310 11 KAPCKOM
AAPHAR POCCISL. AIbTA 18]

Small
disparity
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Stereopsis: Depth Perception from Stereo

Object depth is inversely proportional to the
disparity on the images.

Small
disparity

Large
disparity
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Stereopsis: Depth Perception from Stereo

Object depth is inversely proportional to the
disparity on the images.

e This logicis “hard-wired” in your brain (evolution).

Small
disparity

Large
disparity
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Stereopsis: Depth Perception from Stereo

Object depth is inversely proportional to the
disparity on the images.

e This logicis “hard-wired” in your brain (evolution).

e |f the disparity of an obj

ect is smaller than that of what you

currently focus on, you

<now it's farther away; vice versa.

Large
disparity

Small
disparity
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Stereopsis: Depth Perception from Stereo

Object depth is inversely proportional to the
disparity on the images.

 This logicis “hard-wired” in your brain (evolution).

* |f the disparity of an object is smaller than that of what you

currently focus on, you know it's farther away; vice versa.

. . . . 4l disparit
VR rendering ideally should render a stereo pair with By / P

the correct pixel disparities to provide the correct
L
sense of depth. dis:rf:ty

uriXblog.com



Stereopsis: Depth Perception from Stereo

Object depth is inversely proportional to the
disparity on the images.
 This logicis “hard-wired” in your brain (evolution).

e |fthe di

current

VR rendering ideally should render a stereo pair with
the correct pixel disparities to provide the correct

sparity of an obj

ect is smaller than that of what you

y focus on, you

sense of depth.

* |f not you will still get some sense of depth but weaker
(other depth cues: occlusion, size, blur, etc.)

<now it's farther away; vice versa.

Large
disparity

Small

33



Stereo Rendering smal
disparity

The stereo disparity
drives the vergence
state of the eyes.

Large
disparity

https://www.roadtovr.com/oculus-new-stereo-shading-reprojection-brings-big-performance-gains-certain-vr-scenes/ 34



Vergence

Rotating eye balls so that images are formed on the fovea (highest acuity).

AWAY
/ ’ J ‘\

TOWARDS

/ \
/ \
/ \
/ ! \
/7 \ / \
/ \ / \
/ \ ! \
p \ / \
7 v \ { v \

CONVERGENCE DIVERGENCE \/ \ /

http://doc-ok.org/?p=1602 35



Accommodation

Vergence itself isn't enough. The
object on the fovea might be

Change eye len’s convexity
(refractive power) so that the object

on the fovea is sharp.

e Controlled by ciliary muscle inside eye.

Retinal (foveal) blur drives
accommodation.

https://en.wikipedia.org/wiki/Accommodation_reflex  https://www.researchgate.net/figure/Figure-The-process-of-accommodation-When-the-eye-is-focused-at-a-distance-the-zonular_fig2_338802872 36



Vergence and Accommodation are Coupled

Oculomotor Cue

Visual Cue

 Binocular Dlsbarlty | Retinal Blur

Stereopsis (Binocular) Focus Cues (Monocular)

|
|
|
extraocular ,
muscles i i
\ ciliary

|

I

|

|

| \USCIGS
contracted

Accommodation

Ha'

.""! <+

Gordon Wetzstein

Focus on far objects:
e Diverge

e Relax lenses

Focus on near objects:

e Converge

e Contract lenses

It's a reflex action
(accommodation-
convergence reflex)

37



Vergence and Accommodation are Coupled

Real object
LA 2 Object distance dictates:
e the stereo disparity, which drives the vergence

_ state 0.

o iy : : :
3| 8 B\ * the retinal blur, which drives the accommodate
S & 0 i\ state R.
gl S

¥ e 0 and R are correlated.

Distance decreases (increases):

e 0 increases (decreases)

* R increases (decreases)
Curvature R

38



Problem with VR: Vergence-Accommodation Conflict

Dictated by the

Virtual objects at difference distances are stereo disparity
emitted from the same fixed distance! ‘ ® g'[)::i
* The physical display and the lenses don’t move. ‘,:";
e The accommodation distance (e.g., 1.4 m in ,:'"
Oculus Rift DK2) if fixed. g ,:"’ Screen
* So the accommodate state won’t change as you > 8
focus on different objects at different depths. g
But the stereo disparities of different | <

objects do change with the depths.

e Stereo rendering generates correct disparities |
D) Left Right

Dictated by distance

of the virtual display

* So your vergence state does change.

Stereoscopy and the Human Visual System, 2012 39



Problem with VR: Vergence-Accommodation Conflict

* Given the rendered stereo disparity of an object you want to focus on, you
eyes will settle for a vergence state, 0.

* Your brain will try to impose the accommodate state R coupled with 0.

e But that R won't focus on the virtual object. The object is now actually
blurred. Fighting the VAC creates discomfort and fatigue.

* Given enough time, your brain will learn to decouple vergence with
accommodation, but when going back to the real world, you get the
discomfort again.

40



Vergence Distance > Accommodation Distance. VAC

less of an issue, because accommodation cue is less
important for farther objects.

Two Cases

Accommodation Distance > Vergence Distance.
Looking at object close up. More severe.
N ? Virtual
iy Object
screen /3
surface fooA
\ Screen

Vergence

Virtual
bject
e

Vergence

]
—
Accommodation

Toward a Characterization of Perceptual Biases in Mixed Reality : A Study of Factors Inducing Distance Misperception, 2020

Accomodation

Stereoscopy and the Human Visual System, 2012

41



Light-Field Display

custom head-mounted enclosure, comprising the plastic parts shown on the left,
jics and our modified eyepieces, shown on the right. (Middle) Each modified eyepiece
’ mounted in front of a Sony ECX332A OLED microdisplay. (Right) A user wearing the

material for an extended discussion of the prototype construction. )

Microlens Arrays
(with the stand-offs)

Near-Eye Light Field Displays, SIGGRAPH Asia 2013 42



Light-Field Display
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Light-Field Display

Y .

B RS

‘L-,_‘ h'!"l I\%"I _-!I

Near-Eye Light Field Displays, SIGGRAPH Asia 2013
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Goal: Reproducing 4D Light Field from a 2D Display

Retinal image

------

If only we could put three
display pixels at these places!

' ®
. _ i | ’ S _—
Eye Recok_Juction of
4D Light Fields

These are lights we ideally want to
generate, but we have only a 2D display!

Systematic characterization and optimization of 3D light field displays, Optic Express 2017 45



Goal: Reproducing 4D Light Field from a 2D Display

As long as each display
pixel emits lights in the
desired direction, we can
reproduce the lightfield.

Retinal image

-----

But each pixel emits lights
to the hemisphere. How can
we control the direction of
each pixel?

-
il

Reézstruction of
4D Light Fields

Systematic characterization and optimization of 3D light field displays, Optic Express 2017 46



Generating Light Field Using Pinhole Array

Put a pinhole array in front
of the display!

Retinal image

------

-
il

Eye Reconstruction of
4D Light Ficlds

Systematic characterization and optimization of 3D light field displays, Optic Express 2017 47



Generating Light Field Using Pinhole Array

Pinhole

Put a pinhole array in front
of the display!

Systematic characterization and optimization of 3D light field displays, Advances in Optics and Photonics, 2018 48



Generating Light Field Using Pinhole Array

Pinhole

Put a pinhole array in front
of the display!

Two steps:

e Record the light field.
* Reproduce the light field.

Systematic characterization and optimization of 3D light field displays, Advances in Optics and Photonics, 2018 48



Generating Light Field Using Pinhole Array

Pinhole

Put a pinhole array in front
of the display!

Two steps:

e Record the light field.
* Reproduce the light field.

Both can be done using the
pinhole array.

Systematic characterization and optimization of 3D light field displays, Advances in Optics and Photonics, 2018 48



Step 1: Recording Light Field Using Pinhole Array

_—

D




Step 1: Recording Light Field Using Pinhole Array

/
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Step 1: Recording Light Field Using Pinhole Array

STk
¢ A

N

/]

These "elemental images” are

essential
scene ta

y photos of the

<en at different

perspectives. Note how these

elementa
exact

Images are not

y the same.
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Step 2: Reproducing Light Field Using Pinhole Array

Is this the correct reproduction?




Step 2: Reproducing Light Field Using Pinhole Array

Is this the correct reproduction? No! |




Step 2: Reproducing Light Field Using Pinhole Array
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Step 2: Reproducing Light Field Using Pinhole Array




Step 2: Reproducing Light Field Using Pinhole Array

|




Step 2: Reproducing Light Field Using Pinhole Array

|/

l/l

e

s

Correct
reproduction!




Recording Light Field Using Microlens Array

LE Disadvantages: Pinholes are
I very small, which increases
@ noise and gives rise to
diffraction effects.

A

Replace each pinhole with a
O — microlens.

53



Recording Light Field Using Microlens Array

Disadvantages: Pinholes are
very small, which increases
@ noise and gives rise to
diffraction effects.

<=
HEET NN

N
%‘I Replace each pinhole with a
H

microlens.
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Recording Light Field Using Microlens Array

/
-

A

\J

[TTTTT] [TTTTT]

Disadvantages: Pinholes are
very small, which increases
noise and gives rise to
diffraction effects.

Replace each pinhole with a
microlens.

Downside: the lightfield
sampling has lower
resolution.

54



3D Display Using Microlens Array

ldea of recording light field first
theorized by Gabriel Lippmann (Nobel
laureate in physics, 1908, for color photography). He

didn’t get to implement it.

We could either use a light field camera
to record the light field or, in the case
of VR rendering, render/simulate the
different elemental images.

EPREUVES REVERSIBLES 823

donc un large faisceau qui converge vers A (voir fig. 1) : c’est un
faisceau large, puisqu'il a pour base toute la plaque sensible, ou du
moins toute la partie de cette plaque d’ou le point A était visible ().

G. Lippmann, “Epreuves reversibles donnant la sensation du relief,” J. Phys. 7, 821-825 (1908).
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VR Rendering

® Foveated rendering (+eye tracking)



Recall: Spatial Resolution of Human Visual System

Assuming the display displays alternating black and white pixels. One pair of
black and white is one cycle.

Cycle per degree (CPD) quantifies the spatial resolution in the scene.

Human perception limit is 60 CPD (based on the sampling theory).
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How Many Pixels to Render?

To approach human spatial resolution limit, the
CPD should be at least 60.

®

Vertical FOV at a viewing distance of 12" is 25.0°
o CPD=25%*60=1,500
o # of pixels (height) = 3,000

Field of
view: ~25° Horizontal FOV is 12.2°
| e CPD=12.2*60=732
2.56 inches "> | :
W/\ i S o # of pixels (width) = 1464

>-53 Inches (iPhone 11) Actual iPhone 11 resolution: 1792 x 828

https://www.dimensions.com/element /apple-iphone-11 58



How Many Pixels to Render?

®

To maintain retinal resolution:

_____

® assuming horizontal/vertical FOV is 160°

e # of pixels = (160 * 60)2 = 9600 x 9600
e |[f FOVsis 200°, # of pixels = 110K x 110K

* This is per eyel

Field of view: ~160°

Today’s VR headset resolution per eye:

® Oculus Quest 2: 1832 x 1920
e Valve Index: 1440 x 1600
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Recall: Photoreceptor Density

The area on the retina with the highest
cone density is called fovea.

Fovea angle is about 2°. Peripheral vision
has very low acuity.

Relative visual acuity

Blind Spot \

L L
60°  40° 20°10° 0°10°20°  40°

https://en.wikipedia.org/wiki/Fovea_centralis#/media/File:AcuityHumanEye.svg 60
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Towards Foveated Rendering for Gaze-Tracked Virtual Reality, SIGG 3
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How?

Intuition: peripheral rendering can be
of low quality (e.qg., low resolution).

One common approach:
e Render with different resolutions.
e Stack and blend them together.

e Patch boundaries will have clear edge
artifacts. Use low-pass filter.

* Enhance contrast as a final pass.
Empirically peripheral vision needs high

contrast.

med-res

low-res
image

Three images blended into one
for display

Stanford (5248, Winter 2020
Towards Foveated Rendering for Gaze-Tracked Virtual Reality, SIGGRAPH Asia 2016 63



What to Render for Peripheral?

nature neuroscience

Explore content v  About the journal v  Publish with us v

nature > nature neuroscience » articles > article

Published: 14 August 2011

Metamers of the ventral stream

Jeremy Freeman 2 & Eero P Simoncelli

Color metarism

Nature Neuroscience 14, 1195-1201 (2011) | Cite this article

HVS

10k Accesses | 313 Citations | 17 Altmetric | Metrics

Abstract

The human capacity to recognize complex visual patterns emerges in a sequence of brain
areas known as the ventral stream, beginning with primary visual cortex (V1). We developed .
Ventral metarism

a population model for mid-ventral processing, in which nonlinear combinations of V1

responses are averaged in receptive fields that grow with eccentricity. To test the model, we

HVS

generated novel forms of visual metamers, stimuli that differ physically but look the same.
We developed a behavioral protocol that uses metameric stimuli to estimate the receptive Ima ges
field sizes in which the model features are represented. Because receptive field sizes change
along the ventral stream, our behavioral results can identify the visual area corresponding
to the representation. Measurements in human observers implicate visual area V2,
providing a new functional account of neurons in this area. The model also explains deficits
of peripheral vision known as crowding, and provides a quantitative framework for

assessing the capabilities and limitations of everyday vision.

Beyond Blur: Real-time Ventral Metamers for Foveated Rendering, SIGGRAPH 2021 04



Ventral Metarism

Original

Sample 2

Metamers of the ventral stream, Nature Neuroscience, 2011
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Ventral Metarism

Ground truth Acuity-only [0.5 ms] | Metamer (Ours) [0.7 ms]

Beyond Blur: Real-time Ventral Metamers for Foveated Rendering, SIGGRAPH 2021 66



Gaze Tracking

Foveated rendering requires tracking gaze.

Gaze tracking is just in general very useful (in AR/VR)
R A\ TR,

- Natural eye movements, 0
~ called saccades, are used \ )

~ to predict where your eye
“will look next.

Vincenz-Prielinitz
Karlsruhe, Gemany

. 0721 15403102

jction enables
1ands-free
3 user interface. —

HOW EYE-INTERACTION WORKS

https://eyezag.com/eye-tracking/mobile/ https://venturebeat.com/2015/11/11/eyefluence-raises-14m-for-eye-popping-eye-tracking-technology-for-vr/
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Gaze Tracking Hardware

el AT AR AN o
.-

sak3 oud JAIA

68

//panora.tokyo/panora.tokyo/84223/HPC-index.html
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Near-Eye Images

> ’

sSsmm

(d) () (f)

https://www.sciencedirect.com/science/article/pii/S0165027019301578 69



Gaze Tracking Algorithm

Segment the pupil from the eye Estimating the orientation (gaze)

(d) (e) (f) (b) Example gazemaps from UnityEyes

Deep Pictorial Gaze Estimation, ECCV 2018  DeepVOG: Open-source pupil segmentation and gaze estimation in neuroscience using deep learning, Journal of Neuroscience Methods 2019 70



SIGGRAPH
ASIA 2714
SHENZHEN

FOVEATED RENDERING

A4 We can only see clearly where we are looking at

4 Shading at full rate everywhere is a waste of
computation

A Steps

— Create a density map
— Ray trace 1 sample for each area

— Reconstruct full resolution image

11 | DEC3, 2014
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SIGGRAPH

ASIA 2714
SHENZHEN

FOVEATED RENDERING

A

We can only see clearly where we are looking at

A

Shading at full rate everywhere is a waste of
computation

A Steps
— Create a density map

— Rav-trace-1 sample for each area

Sy

~ Reconstruct resolution image

13 | DEC 3, 2014



Neural Reconstruction

Perpry |

Sparse foveated video
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DeepFovea: Neural Reconstruction for Foveated Rendering and Video Compression using Learned Statistics of Natural Videos, SIGGRAPH Asia 2019



VR Rendering

® Tracking

® Stereo rendering (vergence-
accommodation conftlict)

® Foveated rendering (+eye tracking)

® Lens distortion correction

75



Lens Distortion (in VR)

A photo of my cardboard

Straight lines

Distorted

/6



Lens Distortion Correction

LCD Display

Warped “fisheye”-like image
required to match optics -
enlarged in the center and

compressed in the periphery

Optics User’s view
Transforms light from display to User sees correctly
a wide field of view focused on proportioned (not fisheye)
the eye scene with wide field of view

https://www.anandtech.com/show/9305/nvidia-announces-gameworks-vr-branding-adds-multires-shading 77



Augmented Reality

what you see = real world light +
ight projected from display.

k-augmented-reality-strategy.html  https://en.wikipedia.org/wiki/Optical_head-mounted_display#/media/File:A_Google_Glass_wearer.jog 78



Optical See-Through vs. Video See-Through

VR Video

Opaqgue Scene
display camera

13

R i

HMDs See-Through

Optical

See-Through

See-

- through

Vision Augmentation by Yuta ltoh 79



AR on Smartphone: Video See-Through

ffﬂ

https://wwwg€net.com/news/ -arkit-a



'Ci'osoft HoIWptical See-Through

Bi//\ ww.bbc.com/rﬁws/technology—47350884 81
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Goog ical See-Through

https://www.techradar.com/reviews/gadgets/google-glass-1152283/review




Waveguide

R ouple-in optics Couple-out optics
T ~ ' 90° ; : \
Ny i : total reflection : :
: : | |
E | 0, | l !
B, 3 5 : i
NAT | | | |
| : : S I ;
|
\ D Lens
Total Internal Reflection Micro-display

https://www.intechopen.com/books/state-of-the-art-virtual-reality-and-augmented-reality-knowhow/waveguide-type-head-mounted-display-system-for-ar-application 83



Optical See-Through Schematic

Virtual images Beam splitter is often
from monitors used as a combiner

Real

World > % N ©
Optica
Combiner

A Low Cost Optical See-Through HMD - Do-lt-Yourself, ISMAR Adjunct 2016 84
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FG/BG Discounting Model

* Physics: sum of FG & BG:

XYZ = XYZre + XY Zg

Real-world
Background

Virtual
Foreground

IDW 2020 © Michael J. Murdoch RIT POCS/MCSL 62



FG/BG Discounting Model

» Perceptual: weighted sum of FG & BG: (Physicala = =1)

XYZofrective = AXYZpg + pXYZpe

* a& [ depend on task, complexity, and luminance

* o> [ for FG color matching
* a<f for BG brightness matching

IDW 2020 © Michael J. Murdoch RIT POCS/MCSL 63



