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Logistics

PA2 due 11/16, 11:30 AM. 

See project proposal feedback on Blackboard. 
• You should start working on it, now! 

• If you plan to use Python, submit a Jupyter notebook.
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The Roadmap
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Theoretical Preliminaries

Human Visual Systems

Color in Nature, Arts, Tech 
(a.k.a., the birth, life, and death of light)

Digital Camera Imaging

Modeling and Rendering

Applications

Optics in Camera

Image Sensor
Image Signal Processing

Image/Video Compression

Immersive Content



Panoramas

A panorama (formed from Greek πᾶν "all" + ὅραμα "sight") is a wide-
angle view or representation of a physical space

�4https://unsplash.com/photos/Ym7NVRKgmJc
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�6https://www.tapsmart.com/tips-and-tricks/panoramic-photos-capture-panorama-ios-12-guide/
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Aside: Video playback vs. 
Web browsing: which 
consumes more energy?

https://ymcinema.com/2021/10/19/the-new-macbook-pro-is-more-powerful-for-8k-video-editing-than-the-mac-pro/https://www.techrepublic.com/article/why-i-am-buying-apples-new-macbook-pro/
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Two Ways to Achieve Wide Field of View
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Two Ways to Achieve Wide Field of View
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Sensor

Lens

FOV

FOV

FOV

1. Reduce the focal length 2. Increase sensor size

Neither is desirable. The name of the game is 
to achieve wide FOV with narrow-FOV cameras.



How Much FOV Do We Need?
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Requirement for content that 
provides an “immersive” 
experience: human eye FOV. 

Full eye FOV is 360° horizontal and 
180° vertical if we rotate head.

https://blog.vuze.camera/the-ultimate-immersive-experience/



Camera FOV vs. Human Eyes
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Pixel 4: f = 28mm, ~75.4° diagonal FoV 

Pixel 5: an ultrawide 
camera (~ 107° 
diagonal FoV) 

https://blog.vuze.camera/the-ultimate-immersive-experience/

https://www.theverge.com/2019/10/21/20924941/google-pixel-upgrade-camera-feature-updates-dual-exposure-live-hdr https://www.tomsguide.com/news/google-pixel-5-release-date-price-specs-and-big-camera-upgrades



Related: Telephoto (Long-Focus) Lens
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Related: Telephoto (Long-Focus) Lens

Long-focus lens brings distance object closer by having a large focal length, 
which leads to a large magnification factor. 

• Trade-off: also reduces the field of view.
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Related: Telephoto (Long-Focus) Lens

�15https://9to5mac.com/2018/05/01/coretronics-patent-claim-iphone-x/

Telephoto lens (f = 48 mm) + computational 
photography algorithm for super resolution

https://www.slashgear.com/google-pixel-4-camera-review-brilliant-and-frustrating-21596272/

f = 28mm, ~ 75.4° diagonal FoV 

Google Pixel 4

Front camera is wider: f = 
22 mm (FOV ~ 90°). Why?



Aside: LiDAR in Modern Smartphones

�16https://www.phonearena.com/news/iPhone-12-to-have-larger-12MP-sensors_id126865

iPhone 12 Pro

Autofocus and portrait 
mode at night + 3D 
scene reconstruction

https://nofilmschool.com/best-apps-scanning-objects-your-phone



Two Strategies Presenting Wide-FOV Content
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1. Panorama presented to viewer “at once” and consumed “as is”. 
• This is a good option if the FOV is not too wide.



Two Strategies Presenting Wide-FOV Content
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Pixels that are used at this head orientation.

1. Panorama presented to viewer “at once” and consumed “as is”. 
• This is a good option if the FOV is not too wide. 

2. Present a small FOV based on head orientation (or gaze direction) 
• This is perhaps the only option for presenting 360 content.



Obtaining Wide FOV Using Narrow-FOV Cameras
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Obtaining Wide FOV Using Narrow-FOV Cameras
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Stitching two images to form a wider 
FOV image is done by re-projecting the 
two images to a common sensor plane. 
This is a perspective projection. 

Maintaining the same “perspective”. 
The new image looks just like taken with 
an actual wider FOV camera.



Two Requirements

1. The camera must be rotated around the 
“center of perspective” 

• which is the pinhole in a pinhole camera or the 
middle of the lens in an ideal thin lens (can’t 
have translational movement). 

2. The rotation angle must be known 
• which in practice is hard to know. We usually 

have to calculate an estimation that best fits 
the observations. 

• The observations are from matching pixels in 
the overlapping area between two captures.

�21

𝛉

Some form of stereo matching 
algorithm (e.g., optical flow) is used 

to match pixels.
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to match pixels.
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1. Detection:
Identify the interest points

2. Description:
Extract vector feature descriptor
surrounding each interest point.

3. Matching:
Determine correspondence
between descriptors in 2 views

Feature matching

1 Aug 2019 Capture4VR: From VR Photography to VR Video 3
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SIFT features

1 Aug 2019 Capture4VR: From VR Photography to VR Video 4
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Matched SIFT features

1 Aug 2019 Capture4VR: From VR Photography to VR Video 5
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Aligned images

1 Aug 2019 Capture4VR: From VR Photography to VR Video 6
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The alignment process is 
usually formulated as an 

optimization problem that 
minimizes the error of 

matching pairs.



Ghosting: If We Don’t Rotate Around the COP

�26https://cs.adelaide.edu.au/~tjchin/apap/
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Parallax-aware stitching

� image alignment generally 
relies on homography estimates
± perfect for camera rotation

or planar scene content
± but problematic for photos

that are captured handheld

� need to explicitly handle 
parallax between images
± e.g. Parallax-tolerant Image 

Stitching [Zhang & Liu, CVPR 2014]

1 Aug 2019 Capture4VR: From VR Photography to VR Video 9

Brown & Lowe 2007

Zhang & Liu 2014



Planar Mapping Distortion

�28Example credit: Marc Levoy

When stitching spans a large FOV, the 
projected image will look distorted. When the 
FOV is over 180°, it’s impossible to map 
everything into one single plane!
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© Marc Levoy
perspective projection
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Cylindrical Mapping
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Cylindrical Mapping
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𝛉

H

Every point is represented by a 
[h, 𝛉] tuple. So a cylinder can 
be represented/stored as a 
conventional 2D image.

* Don’t forget to align the images first!



Cylindrical Mapping
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𝛉

H

Every point is represented by a 
[h, 𝛉] tuple. So a cylinder can 
be represented/stored as a 
conventional 2D image.

* Don’t forget to align the images first!
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https://en.wikipedia.org/wiki/Cylindrical_perspective

https://commons.wikimedia.org/wiki/File:Jonas_Daniel_Meijerplein_5_-_Amsterdam_-_Rijksmonument_2034_-_panorama_-_cylindrical.jpg

https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/


Cylindrical Mapping

Issue 1: straight lines are not straight, because cylindrical projection is not a 
perspective projection. 

Vertical and horizontal straight lines will still be mapped to straight lines, but 
other straight lines won’t be.

�31 

https://en.wikipedia.org/wiki/Cylindrical_perspective

https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/


Cylindrical Mapping

Issue 2: vertical distortion is significant near the poles 
and requires a very large cylinder. 

• Extreme case: capturing the north and south poles need an 
infinitely large cylinder! 

• Acceptable for a small vertical FOV.

�32 

𝛉

𝛉
https://en.wikipedia.org/wiki/Cylindrical_perspective

https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/
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When to Use Cylindrical Mapping

https://en.wikipedia.org/wiki/Cylindrical_perspective

Usually cylindrical panorama is used for landscapes, where 
• 1) there aren’t many straight lines, and 

• 2) we don’t usually care about a full 180° vertical FOV (when you shoot panorama, how 
often do you care about the ground and the sky?)

https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/
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Applications
� now built into all mobile phones
� one simple camera sweep
� panorama computed on the fly

� consumer 360° cameras
� stitch views of two 180°+ 

fisheye cameras
� capturing photos and videos

1 Aug 2019 Capture4VR: From VR Photography to VR Video 10
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Obtain Small FOV From Cylindrical Panorama

�35https://en.wikipedia.org/wiki/Cylindrical_perspective



Obtain Small FOV From Cylindrical Panorama

�35https://en.wikipedia.org/wiki/Cylindrical_perspective

Good idea?



Re-projecting Cylindrical Panorama to Small FOV

Distortion happens when 3D-2D 
projection is not perspective. 

We could remove distortion by 
performing a perspective projection 
from the cylindrical plane to the 
sensor plane. This will generate an 
image that looks just like is taken by 
a camera with a FOV of 𝛉. 

• Panning across an image or VR viewing.

�36
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Use spherical mapping to 
capture poles. Vertical 
distortion is smaller. 

Spherical mapping is 
typically used for full 360° 
content, e.g., VR videos.

Spherical Mapping (for 360° Content)

�37
* Don’t forget to align the images first!
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Storing Spherical Data

How to store a spherically mapped scene? That is, how to map a globe? 

There are many map projections. Equirectangular is the most common.

�38

0

π

2π

Meridians

Latitude

Longitude

Equator Equirectangular 
projection



�39https://www.panotools.org/dersch/



https://www.artstation.com/marketplace/p/z16q/star-desert-360-degrees-panorama-backgrounds-10000-x-5000-pixels �40



Distortion in Equirectangular Projection

�41

Is Antarctica 
really this big?



Issues With Equirectangular Projection

Lots of pixels are dedicated to the pole regions. 
• But perhaps that’s where we are least interested in typical scenes.

�42
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Issues With Equirectangular Projection

Lots of pixels are dedicated to the pole regions. 
• But perhaps that’s where we are least interested in typical scenes.

Pole areas are distorted. 
• Makes video compression harder. Requires higher network bandwidth to stream.

�42
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Re-projecting Spherical Panorama

Spherically-mapped 360° content can’t be 
consumed as is — too much distortion. 

When viewing 360° content in a VR headset 
or panning across the panorama, re-project 
the part of the sphere that’s under the 
current FOV. 

• Similar to re-projection done for cylindrical 
panorama, except there re-projection is optional.

�43
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Re-projecting Spherical Panorama

�44

Pixels that are used at this head orientation.

This re-projection is a main performance bottleneck. 
• In conventional video playback, once the video frames are decoded/uncompressed they 

can be directly displayed. 

• VR video playback requires an extra step. In practice re-projection is implemented as 
texture mapping in GPU (more later).



Other Cartographic Map Projections

�45https://en.wikipedia.org/wiki/Map_projection



Other Cartographic Map Projections

�45https://en.wikipedia.org/wiki/Map_projection



Other Map Projections for Storing VR Content

Goal is to allocate pixels evenly across the sphere and minimize distortion.

�46

CubeMap projection

Equirectangular CubeMap Equi-Angular Cubemap

Color indicates density

https://blog.google/products/google-vr/bringing-pixels-front-and-center-vr-video/



Recap (So Far)
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Decoding & 
Re-projection

Perspective

Cylindrical

Spherical

Alignment

Pano mode on 
smartphones

Map 
projection



What Do They Have in Common?

�48

They have the same goal: simulating a 
virtual camera based on information from 
real camera captures. 

To do that, it’s all about capturing rays 
and calculating radiance of individual rays 
so that we can simulate a virtual camera. 

What rays have we been tracing?

Perspective

Cylindrical

Spherical

Alignment



One Ray for Each Scene Point

�49

For each scene point, we 
“calculate”/need the radiance of 
just one ray from that point. 

• Assuming pinhole camera 

• The radiance is calculated from real 
camera captures 

• Interpolate between points 

Why one ray per point? The 
camera position doesn’t change; 
it just rotates, no translation.
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3 DOF So Far During Playback (Rendering)

�50

Because we trace one ray from 
each point, we can’t simulate 
virtual camera at other positions. 

• During playback, the headset tracks 
head rotation, but not translation. 

Rotation and translation is 
parameterized by three Degrees 
of Freedom (DoF) each. 

• So this is 3 DOF.



3 DOF So Far During Playback (Rendering)
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???

Because we trace one ray from 
each point, we can’t simulate 
virtual camera at other positions. 

• During playback, the headset tracks 
head rotation, but not translation. 

Rotation and translation is 
parameterized by three Degrees 
of Freedom (DoF) each. 

• So this is 3 DOF.



Recall: Motion = Translation + Rotation
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[x, y, z, 1]  x[ [
=  [x’, y’, z’, 1]

T00 
T10 
T20 
T30

T01 
T11 
T21 
T31

T02 
T12 
T22 
T32

0 

0 

0 

1
Responsible for translation

Responsible for rotation



Rotation has 3 Degrees of Freedom, Not 6!
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�53Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course



From 360° to Stereoscopic 360°
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From 360° to Stereoscopic 360°
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Viewing circle

IPD: ~6.4 cm
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Wheatstone Stereoscope (1838)
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Brewster Stereoscope (1849)

1 Aug 2019 Capture4VR: From VR Photography to VR Video 24
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Stereo VR Video Acquisition

�59

IPD: ~6.4 cm



Stereo VR Video Acquisition

�60



Stereo VR Video Acquisition
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Need to Capturing Multiple Rays from a Point
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Many rays to trace (calculate 
radiance) and to store. 

• Would increase content creation 
time (even if it’s done offline). 

• Perhaps more important, it 
would also increase storage 
overhead. Instead of storing one 
single color/radiance for each 
point, we now have to store 
many colors/radiances.



L

Which Rays Do We Need?
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L

R

P enters left eye FOV

P



L

Which Rays Do We Need?
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L

R

P enters left eye FOV

P about to leave 
left eye FOV

P



Which Rays Do We Need?

�64

P A small bundle of rays 
between R1 and R2 are ideally 
what we need to capture. 

• Other rays from P won’t be seen 
by the left eye. 

• R1 is tangential to the viewing 
circle.

R2
R1

R3



Ray Approximation

�65

P We approximate each ray by a 
parallel ray that: 

• originates from the viewing cycle 

• is tangential to the viewing cycle 

R1 is not approximated since 
it’s already a tangential ray.

R2
R1

R3



Ray Approximation
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P We approximate each ray by a 
parallel ray that: 

• originates from the viewing cycle 

• is tangential to the viewing cycle 

For instance: 
• R2 is approximated by R2’

R2

R2’



Ray Approximation

�67

P We approximate each ray by a 
parallel ray that: 

• originates from the viewing cycle 

• is tangential to the viewing cycle 

For instance: 
• R2 is approximated by R2’ 

• R3 is approximated by R3’

R3’

R3



Omni-Directional Stereo (ODS) Capture
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Omni-Directional Stereo (ODS) Capture

�69

Sample rays tangential to the 
viewing circle for both eyes. 

If sampled with infinite 
resolution, any ray in the 
scene can be captured/
approximated.



ODS == Ignoring Ray Origin
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Technically ray = original + direction. In ODS rendering, all rays that have the 
same direction are approximated as the same ray regardless of directions. 

• Ignore the ray origin and consider only the direction



At Capturing Time

�71

 
 ​Rendering Omni­directional Stereo Content                         8  

 

 
In this system, ODS viewing rays are defined as: 
 
ray_origin = [cos(theta), 0, sin(theta)] * IPD / 2 * (is_left ? ­1 : 1) 
ray_direction = [sin(theta) * cos(phi), sin(phi), ­cos(theta) * cos(phi)] 
 
where “​[​x ​, ​y ​, ​z ​]​” is a vector, “​IPD​” is the interpupillary distance (which you may need to scale to 
match your world coordinates), and “​( ? : )​” is the C++ ternary operator. 
 
 

 
For ray tracing pseudocode, see the ​ray tracing example ​ near the end of this document. 

 
 
 
 

The captured (tangential) rays always originate from the circle where 
y = 0. At each point on the circle, we sweep ϕ from -𝛑/2 to -𝛑/2

https://developers.google.com/vr/jump/rendering-ods-content.pdf?authuser=0



Storing ODS VR Content

One panorama for each eye (e.g., equirectangular projection). 

The final videos are stored in conventional format and can be compressed 
and delivered using existing systems. 

• VR video compression and delivery are active areas for research.

�72

…… ……
ODS representation. 

Storing all these rays in 
two images (left & right).



Storing ODS VR Content
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Figure 18: Still stereo frames taken from several stitches, represented here as anaglyphs.

Jump: Virtual Reality Video, SIGGRAPH Asia, 2016

Overlaying left and right 
images as an anaglyph

https://en.wikipedia.org/wiki/Anaglyph_3D


At Rendering Time
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For any ray R that we need to render, find 
its approximate ray R’ 

• The R rays do not necessarily originate from the 
viewing circle and might not be tangential. 

• R is parameterized by azimuth 𝛉 and elevation 
ϕ, using which we find the corresponding R’ 
originated from the viewing circle. 

Read the color of R’ from the ODS image 
• with potential filtering (similar to texture 

mapping).

 
 ​Rendering Omni­directional Stereo Content                         8  

 

 
In this system, ODS viewing rays are defined as: 
 
ray_origin = [cos(theta), 0, sin(theta)] * IPD / 2 * (is_left ? ­1 : 1) 
ray_direction = [sin(theta) * cos(phi), sin(phi), ­cos(theta) * cos(phi)] 
 
where “​[​x ​, ​y ​, ​z ​]​” is a vector, “​IPD​” is the interpupillary distance (which you may need to scale to 
match your world coordinates), and “​( ? : )​” is the C++ ternary operator. 
 
 

 
For ray tracing pseudocode, see the ​ray tracing example ​ near the end of this document. 

 
 
 
 



Another Perspective
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P All the parallel rays between 
R1 and R2 are approximated 
by R1. 

• Other rays that have the same 
direction won’t be seen by the 
left eye.

R2
R1

L



How About This Approximation?
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Assumption: radiances of ray R0 and 
ray R1 are approximately similar. 

• Same with R2 and R3. 

• This is true if the scene point is 
perfectly diffuse, and in general it’s OK 
(unless it’s a mirror): remember the 
scene depth is much larger than the 
IPD. So it’s really a small bundle of rays 
that we are approximating here.

R1

R0

P0

P1

90°

90°

R2 R3



How About This Approximation?
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P Pros: approx. error is small 
• All rays approximated by R1 

originate from the same point P 

• The bundle is very small 

Con: need to know the depth 
of P for us to find R1 from R2. 

• c.f. conventional ODS, where 
given R2, R2’ is independent of P 
(R2’ is R2’s parallel approx.; not 
shown here)

R1
R2

Approximate the ray bundle 
between R1 and R2 by R1, 
which is a tangential ray?
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IPD: ~6.4 cm

Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course
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IPD: ~6.4 cm

Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course



Creating ODS with a fixed array of cameras

�80Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course



Capturing Infinite Rays with Finite Cameras
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Viewing 
circleCapturing 

circle

If a tangential ray passes through the 
center of a real camera, we can simply 
use the corresponding pixel. 

If a tangential ray is not captured by 
any camera, estimate from the two 
adjacent cameras.



Capturing Infinite Rays with Finite Cameras

First step, align images of adjacent 
cameras (just like before). 

• This means finding pixel 
correspondences. Usually using optical 
flow algorithms in VR content creation. 

Second step, interpolate actual rays 
and/or nearby pixels captured. 

• Fundamentally a problem of signal 
reconstruction from samples. Many filters 
at our disposal.
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Viewing 
circleCapturing 

circle



Commercial VR Video Camera Rig

�83https://twitter.com/yitechnology/status/918116570559336448

A Jump rig built by Yi Halo

https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/45617.pdf

Google Jump VR (discontinued)



Commercial VR Video Camera Rig
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Facebook Surround 360 System (mostly open-source)

https://engineering.fb.com/2016/07/26/video-engineering/surround-360-is-now-open-source/



Live-Streaming VR Cameras

Z-Cam V1 Pro

�85Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course



Recap (So Far)
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Traditional 360°: 3 DOF 
Need & capture one ray per scene point.

ODS: 3 DOF + stereo 
Need a small ray bundle per scene point 

(but capture only one ray per point).

* Actually a small ray bundle subtended by 
the lens unless using a pinhole camera.



What Does It Take to Achieve This?
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We Need to Trace Every Possible Ray in the Scene
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Plenoptic function: a 4D function 
describing a ray in the free space.

Light Fields and Computational Imaging, IEEE Computer, 2006

Light Field (a.k.a., Lumigraph)
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nonperspective panoramas, and to build 3D models of
scenes from multiple images of them. 

This survey of the theory and practice of light field
imaging emphasizes the devices researchers in computer
graphics and computer vision have built to capture light
fields photographically and the techniques they’ve devel-
oped to compute novel images from them.

PLENOPTIC FUNCTIONS AND LIGHT FIELDS
This article focuses on geometrical optics—that is,

spatially incoherent illumination—and on objects sig-
nificantly larger than the wavelength of light. In geo-
metrical optics, rays are the fundamental light carrier.
The amount of light traveling along a ray is radiance,
denoted by L and measured in watts (W) per steradian
(sr) per meter squared (m2). Steradians measure a solid
angle, and meters squared are used here as a measure of
cross-sectional area, as Figure 1a shows.

The radiance along all such rays in a region of 3D
space illuminated by an unchanging arrangement of
lights has been dubbed the plenoptic function.5 Since
rays in space can be parameterized by coordinates, x , y,
and z and angles ! and ", as Figure 1b shows, it is a 5D
function.

If the region of interest contains a concave object
(think of a cupped hand), then light leaving one point

on the object can travel only a short distance before
another point on the object blocks it. We know of no
device that can measure the plenoptic function in such
regions. However, if we restrict ourselves to locations
outside the object’s convex hull (think shrink-wrap), we
can measure the plenoptic function easily using a digi-
tal camera.

In this case, the function contains redundant infor-
mation, because the radiance along a ray remains con-
stant from point to point, as Figure 1c shows. In fact,
the redundant information is exactly one dimension,
leaving us with a 4D function that Parry Moon called
the photic field6 and Pat Hanrahan and I call the 4D
light field.3 Formally, the 4D light field is defined as radi-
ance along rays in empty space.

This 4D set of rays can be parameterized in a variety
of ways, which Figure 2 shows. One option is to para-
meterize rays by their intersection with two planes in
general position, as Figure 2c shows. While this para-
meterization can’t represent all rays (for example, rays
parallel to the two planes if the planes are parallel to each
other), it relates closely to the analytic geometry of per-
spective imaging. Indeed, a simple way to think about a
two-plane light field is as a collection of perspective
images of the st plane (and any objects that may lie
beyond it), each taken from an observer position on the

(x,y,z)

Cross-sectional area

Solid angle

L

(a) (b) (c) 

L (x,y,z,θ,φ)

θ

Figure 1.The 5D plenoptic function, representing the flow of light through 3D space. (a) Radiance L along a ray can be thought of
as the amount of light traveling along all possible straight lines through a tube whose size is determined by its solid angle and
cross-sectional area. (b) Parameterizing a ray by position (x, y, z) and direction (!, "). (c) Radiance along a ray remains constant if
there are no blockers.This leads to redundancy in the plenoptic function.

u

v

s

t L (u,v,s,t)

(a) (b) (c)

Figure 2. Alternative parameterizations of the 4D light field, which represents the flow of light through an empty region of 3D
space. (a) Points on a plane or curved surface and directions leaving each point. (b) Pairs of points on the surface of a sphere.
(c) Pairs of points on two planes in general (meaning any) position.



Light field: light leaving every point of the scene and traveling in every direction. 
In vacuum ray radiance doesn’t change along the ray direction without occlusion.

Light Field = (Radiance of) All the Rays

�91Light Fields and Computational Imaging, IEEE Computer, 2006

P P1

P2

Additive: energy at P is the 
sum of that at P1 and P2.
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This 4D set of rays can be parameterized in a variety
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meterization can’t represent all rays (for example, rays
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The Light Field Inside a Camera
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Lightfield: all rays in a scene

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v)reference plane (s, t) sensor plane (s, t)

Parameterize every ray based on its intersections with two planes.

69

* Simplifying 4D to 2D http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

A ray in camera corresponds to a ray in the scene



The Light Field Inside a Camera

Observation: If we can capture all the 
individual rays, we can synthesize any image 
(simulate any image formation process).

�93

Lens/Aperture 
(u)

Sensor 
(s)



Some Applications of Light-Field Cameras

Digital re-focusing 
• P is in-focus but Q is out of focus 

• If we can estimate the radiance of 
all the yellow rays inside the 
camera, we can digitally sum up all 
those rays to synthesize the color 
of Q as if the sensor was placed to 
focus on Q. 

Extended depth of field 
• Focusing on P and Q together.

�94
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Some Applications of Light-Field Cameras

Digital re-focusing 
• P is in-focus but Q is out of focus 

• If we can estimate the radiance of 
all the yellow rays inside the 
camera, we can digitally sum up all 
those rays to synthesize the color 
of Q as if the sensor was placed to 
focus on Q. 

Extended depth of field 
• Focusing on P and Q together.
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Lens/Aperture 
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How to Capture Light Field?

A ray inside a camera 
corresponds to a ray in the 
scene (for a pinhole camera), so 
capturing either is fine. 

All those VR camera rigs we’ve 
seen so far fundamentally 
capture light fields in the scene.
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f
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How to Capture Light Field?

If a ray is not seen by a real camera, 
either add more cameras or estimate 
the ray from captured rays. 

• e.g., the green ray on the right. 

How about a ray that’s seemingly 
captured by a camera (e.g., the 
yellow ray on the right)?

�96

Capturing 
circle



How to Capture Light Field?
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Capturing 
circle

Does the camera 
really capture this ray?

No! It’s a small ray 
bundle that we capture.



�98http://graphics.stanford.edu/projects/array/

Stanford Multi-Camera Array 
Early 2000s

* All the VR camera rigs we saw before fundamentally capture light field.



•  A LOT, 100’S OF CAMERAS PLACED IN A SPHERE 

• USE A SPINNING GANTRY OF ONE OR MORE CAMERAS 

• GOOD FOR STILL LIFES - STUNNING RESULTS 

• HARD TO DO FOR VIDEO

Spherical Lightfields
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• We need to solve the novel view synthesis problem 

• One approach: estimate depth and re-project 

• This not the only approach 

• Depth estimation is hard ill-posed  problem

The alternative is to use a sparse, high resolution array
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�102https://blog.google/products/google-ar-vr/experimenting-light-fields/



�102https://blog.google/products/google-ar-vr/experimenting-light-fields/



Making a plenoptic camera
aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

reference/sensor 
coordinates 
s = so, t = to

Lightfield slice L(u, v, s = so, t = to)

reference/sensor 
coordinates 
s = so, t = to

87

�103http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf



Making a plenoptic camera
aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield slice L(u, v, s = so, t = to)

each pixel 
measures ray 

L(u, v, s = so, t = to) 
for different (u, v)

reference/sensor 
coordinates 
s = so, t = to

reference/sensor 
coordinates 
s = so, t = to

88

�104http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf



Making a plenoptic camera
aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  

L(u, v, s = so, t = to)

How can we make this more light efficient?

89

�105http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf



Making a plenoptic camera
aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  

L(u, v, s = so, t = to)

How can we make this more light efficient?
• replace pinholes with lenslets

90
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�106http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

Each pixel captures a small ray bundle, 
worse than a single ray, but better than 

without micro lenses.



Applications of Light-Field Camera
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we can simulate the focusing effect of a lens as large as
the array in the following way. 

Consider a single pixel in the output image. Using geo-
metrical optics, calculate the point’s location on the
plane of best focus that would be imaged onto this pixel
by the giant lens. Now select the image sample from the
view recorded by each camera, possibly with interpola-
tion from neighboring samples, whose line of sight
passes through that point. Add together these N ! N
samples, as shown in Figure 5d. Repeat this procedure
for each of the P ! P pixels in the output image.

Thus, after work proportional to N2 ! P2 , we have con-
structed a perspective view of the scene, but using a syn-
thetic camera having a large aperture and therefore a
shallow depth of field. Aaron Isaksen and colleagues9

describes this process as “reparameterizing the light
field”; I prefer to call it synthetic aperture photography
or “digital refocusing.” Figure 6 shows some images
computed in this way.

DEVICES FOR CAPTURING LIGHT FIELDS
Having surveyed some computational techniques

August 2006 51

Figure 6. Devices built in the Stanford Computer Graphics Laboratory for capturing light fields. ( a) Spherical gantry with four
motorized motions (orange arrows).The inner arm typically holds a detector or camera, the outer arm holds a light source or video
projector, and the object sits on the central platform. Below are two frames from a light field captured using the gantry
(http://graphics.stanford.edu/projects/gantry). (b) Multicamera array, consisting of 128 VGA-resolution cameras with telephoto
lenses (48 were used here). Below is the view from one camera, and a synthetic aperture photograph created by summing the
views from all cameras, allowing us to see through foliage. (c) Plenoptic camera, in which a microlens array has been inserted
between the main lens and digital sensor of a Mamiya medium-format SLR.The optical design is shown at top (see text for details).
Below are two synthetic refocusings of a snapshot taken by the camera. (d) Light field microscope (LFM), in which a microlens
array (red circle) has been placed at the intermediate image plane of a standard microscope. Below are two perspective views of
an embryo mouse lung, computed from one snapshot. Specimen from Hernan Espinoza.

Lamp
Camera

Lamp

Subject Main
lens

Microlens
array

Sensor

(a) (b) (c) (d)

Refocusing

Light Fields and Computational Imaging, IEEE Computer, 2006

Stanford Tech Report CTSR 2005-02

Figure 14: Refocusing after a single exposure of the light field camera. Top
is the photo that would have resulted from a conventional camera, focused
on the clasped fingers. The remaining images are photographs refocused
at different depths: middle row is focused on first and second figures; last
row is focused on third and last figures. Compare especially middle left and
bottom right for full effective depth of field.

Figure 15: Left: Extended depth of field computed from a stack of pho-
tographs focused at different depths. Right: A single sub-aperture image,
which has equal depth of field but is noisier.

Figure 16: Refocusing of a portrait. Left shows what the conventional
photo would have looked like (autofocus mis-focused by only 10 cm on the
girl’s hair). Right shows the refocused photograph.

Figure 17: Light field photograph of water splashing out of of a broken
wine glass, refocused at different depths.

Figure 18: Moving the observer in the macrophotography regime (1:1 mag-
nification), computed after a single light field camera exposure. Top row
shows movement of the observer laterally within the lens plane, to pro-
duce changes in parallax. Bottom row illustrates changes in perspective
by moving along the optical axis, away from the scene to produce a near-
orthographic rendering (left) and towards the scene to produce a medium
wide angle (right). In the bottom row, missing rays were filled with closest
available (see Figure 7).
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Extended Depth of Field (stacking 
photos focused at different depths.)

Stanford Tech Report CTSR 2005-02

Figure 4: Two sub-aperture photographs obtained from a light field by ex-
tracting the shown pixel under each microlens (depicted on left). Note that
the images are not the same, but exhibit vertical parallax.

cameras where the lens and sensor are not parallel, or even non-
physical models such as general linear cameras [Yu and McMillan
2004] or imaging where each pixel is focused at a different depth.

The main point here is that our image formation technique is
a physically-based simulation of a synthetic conventional camera.
The remainder of this section simply develops the relevant imaging
equation.

Let us introduce the concept of the synthetic light field L′ pa-
rameterized by the synthetic u′v′ and s′t′ planes shown in Figure 5,
such that L′(u′ v′, s′, t′) is the light travelling between (u′, v′) on
the synthetic aperture plane and (s′, t′) on the synthetic film plane.
With this definition, it is well known from the physics literature (see
for example Stroebel et al. [1986]) that the irradiance image value
that would have appeared on the synthetic film plane is given by:

E(s′, t′) =
1

D2

∫ ∫
L′(u′, v′, s′, t′)A(u′, v′) cos4θ du dv, (1)

where D is the separation between the film and aperture, A is an
aperture function (e.g. one within the opening and zero outside it),
and θ is the angle of incidence that ray (u′, v′, s′, t′) makes with
the film plane.

We invoke a paraxial approximation to eliminate the cos4θ term,
and further simplify the equations by ignoring the constant 1/D2,
to define

E(s′, t′) =

∫ ∫
L′(u′, v′, s′, t′)A(u′, v′) du dv (2)

as the imaging equation that we will consider.
We want to express this equation in terms of the acquired light

field, L(u, v, s, t). The following diagram illustrates the relation-
ship between L′ and L.

u u0 ss0
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Note the implicit definitions of α and β in the diagram. In addition,
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Figure 5: Conceptual model for synthetic photography, shown in 2D. The
u and s planes are the physical surfaces in the light field camera. u′ is a
virtual plane containing the synthetic aperture shown in dotted line, and s′

is the synthetic film plane, together forming a synthetic camera. Note that
these planes need not be between the acquisition planes. The image value
that forms on the convergence point on the synthetic film is given by the
sum of the illustrated cone of rays (see Equation 5). We find these rays in
the acquired light field by their intersection points with the u and s planes.

we define

γ =
α + β − 1

α
and δ =

α + β − 1
β

(3)

for notational convenience. The diagram shows that the ray inter-
secting u′ and s′ also intersects the u plane at s′+ (u′−s′)/δ and
the s plane at u′+ (s′−u′)/γ. Thus,

L′(u′ v′, s′, t′) (4)

= L

(
s′ +

u′−s′

δ
, t′ +

v′−t′

δ
, u′ +

s′−u′

γ
, v′ +

t′−v′

γ

)
.

Applying Equation 4 to Equation 2 produces the Synthetic Pho-
tography Equation that we use as the basis of image formation:

E(s′, t′) =

∫ ∫
L

(
s′ +

u′−s′

δ
, t′ +

v′−t′

δ
, (5)

u′ +
s′−u′

γ
, v′ +

t′−v′

γ

)
A(u′, v′) du dv.

Our rendering implementations are simply different methods of nu-
merically approximating this integral.

The following sections deal with two important special cases, re-
focusing and moving the observer, and present the theoretical per-
formance limits in these two regimes.

4.2 Digital Refocusing

Refocusing is the major focus of the experiments and results in this
paper, because of the favorable theoretical limits described here. In
refocusing, only the synthetic film plane moves (i.e. β = 1 ), and
we use a full aperture (i.e. A(u′, v′) = 1 . In this case δ = α and
γ = 1 , and the synthetic photography equation simplifies to:

E(s′, t′) =

∫ ∫
L

(
u′, v′, u′+

s′−u′

α
, v′+

t′−v′

α

)
du′ dv′.

(6)

Examining this equation reveals the important observation that re-
focusing is conceptually just a summation of shifted versions of
the images that form through pinholes (fix u′ and v′ and let s′

and t′ vary) over the entire uv aperture. In quantized form, this
corresponds to shifting and adding the sub-aperture images, which
is the technique used (but not physically derived) in previous pa-
pers [Vaish et al. 2004; Levoy et al. 2004].

4

Changing perspective (extracting 
the shown pixel under each microlens)

Light Field Photography with a Hand-held Plenoptic Camera, Stanford CSTR, 2005
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Commercial Plenoptic Camera: Lytro

Acquired by Google; pivoting from 
consumer photography to 

immersive (VR) content creation.



Industrial plenoptic cameras

• Much higher resolution, both spatial and angular, than commercial cameras.
• Support interchangeable lenses.
• Can do video.
• Very expensive.

Plenoptic cameras have become quite popular in lab and industrial settings.

101
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Can you explain why we see this pattern?

�110

Image Captured by a Plenoptic Camera

https://raytrix.de/
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How Things Evolved
History of the plenoptic camera

First conceptualized by Gabriel 
Lippmann, who called it integral 
photography. 
• Original article appeared in 

French journal three years 
earlier, what is shown here is 
an American re-print.

Notice the date: more 
than a century ago.

92

823

donc un large faisceau qui converge vers A (voir 1) : c’est un
faisceau large, puisqu’il a pour base toute la plaq»e sensible, ou du
moins toute la partie de cette plaque d’où le point A était visible (1).

Ainsi, grâce à la propriété de la réversibilité, que possède la
chambre noire, que possède par suite un système de chambres noires
solidaires entres elles, il suffit d’éclairer par derrière ce système
pour projeter dans l’espace une image réelle qui occupe la place
du point A qui a posé. Il en est de même pour les autres points
B, C, D du sujet photographié. Tous ces points se trouvent recons-
titués sous la forme d’images aériennes.

4. Les procédés de développement ordinairement employés donnent
un négatif. L’oeil voit donc un négatif; de plus il y a renversement

de droite à gauche et de haut en bas; il est donc nécessaire d’opérer
un double redressement, photographique et géométrique.
On peut obtenir ce double renversement en copiant l’épreuve né-

gative N sur une plaque vierge P, construite de la même manière
que N. Pour faire cette copie, il faut mettre vis-à-vis l’une de l’autre

les deux plaques, les faces antérieures, c’est-à-dire les petites len-
tilles, en regard, à une distance arbitraire. Le contact n’est pas
nécessaire, non plus que le parallélisme des deux plaques. Les
cellules peuvent avoir des dimensions différentes sur les deux

plaques.
Après développement et fixage, la plaque P donne une image po-

(1) Dans le cas d’un paysage, d’un sujet à trois dimensions, il peut ; avoir des
parties cachées qui changent avec le point de vue. 

°

Gabriel Lippmann 
(Noble Physics Prize; 1908)
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How Things EvolvedHistory of the plenoptic camera

Reappeared under different forms and names throughout the century.
• The left paper is from 1930, the right one from 1970.

93

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf
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Single Lens Stereo with a Plenoptic Camera
Edward H. Adelson and John Y.A. Wang

Abstract—Ordinary cameras gather light across the area of their
lens aperture, and the light striking a given subregion of the
aperture is structured somewhat differently than the light striking an
adjacent subregion. By analyzing this optical structure, one can
infer the depths of objects in the scene, i.e., one can achieve
“single lens stereo.” We describe a novel camera for performing this
analysis. It incorporates a single main lens along with a lenticular
array placed at the sensor plane. The resulting “plenoptic camera”
provides information about how the scene would look when viewed
from a continuum of possible viewpoints bounded by the main lens
aperture. Deriving depth information is simpler than in a binocular
stereo system because the correspondence problem is minimized.
The camera extracts information about both horizontal and vertical
parallax, which improves the reliability of the depth estimates.

I. INTRODUCTION
VERY BODY in the light and shade fills the sur-   
rounding air with infinite images of itself; and these, by

infinite pyramids diffused in the air, represent this body
throughout space and on every side." Leonardo da Vinci [1] uses
these words, together with the drawing in Fig. 1, to describe the
relationship between objects' light, and image formation. The
object in the drawing sends off rays of light in all directions, and
if we choose to place a pinhole camera at any given point in
space, we will discover that an image is formed. The image is
the projection of a cone of light that Leonardo called a “visual
pyramid.” The space surrounding an object is densely filled with
these pyramids, each representing an image of the object from a
slightly different point of view. These infinitely multiplexed
images, Leonardo emphasized, are simultaneously present
throughout space whether we are aware of them or not.

If an ordinary pinhole camera is placed near an object, it
selects a single visual pyramid and forms a single image, as
shown in Fig. 2(a). If a pair of adjacent pinhole cameras are
used, then two different images are formed, as in Fig. 2(b). The
two images together give additional information about the
structure of the light surrounding the object, and they help
constrain the interpretation of the object's 3-D form.

Binocular stereo systems [2] extract depth information by the
use of two cameras, which are normally treated as pinhole
cameras. Binocular stereo is perhaps the most popular method of
passive depth measurement. It can be highly effective in some
situations, but it is known to suffer from some problems.

Two separate cameras muxt be used, which increases the bulk
and  expense of  the system and leads to  difficulties with camera

Manuscript received October 20, 1990; reviewed January 2 1991. This
work was supported by a contract with SECOM Inc., Japan.

The authors are with the Media Laboratory, Massachusetts Institute of
Technology, Cambridge, MA 02134.

IEEE Log Number 9102680.

Fig. 1. Diagram from Leonardo's notebooks illustrating the fact that the light
rays leaving an object’s surface may be considered to form a collection of
cones (which Leonardo calls “pyramids”), each cone constituting an image
that would be seen by a pinhole camera at a given location.

(a) (b) (c) (d)

Fig. 2. (a) Pinhole camera forms an image from a single viewpoint; (b) in a
stereo system, two images are formed from different viewpoints; (c) in a
motion parallax system, a sequence of images are captured from many
adjacent viewpoints; (d) a lens gathers light from a continuum of viewpoints; in
an ordinary camera these images are averaged at the sensor plane.

calibration. There are ambiguities ahout correspondence that
must be solved which can present formitiable computational
challenges. In addition, binocular stereo exploits parallax along
one axis and cannot offer depth estimates for contours parallel to
this axis.

The latter two problems can be ameliorated to some extent by
the use of a trinocular system [3], [4], but this involves a third
camera and the attendant increase in size, expense, and
calibration.

Rather than taking just two pictures one can move a camera
along a track and take a dense sequence of images, as shown in
Fig. 2(c). Such a system can extract depth through the use of
motion parallax [5].

A camera with a lens, such as that shown in Fig 2(d), gathers
light from  a continuum of  viewpoints, i.e., it takes in the con-
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Fig. 4. Geometry of single lens stereo.

III. GEOMETRICAL OPTICS
The relationship between displacement and depth in a single-

lens-stereo system may be understood by referring to Fig. 4.
Consider a lens that is forming an out-of-focus image of a point
object, and suppose that the lens is equipped with an eccentric
point aperture. Let
F focal length of lens
f distance between lens and sensor plane
D distance to a plane conjugate to sensor plane
d distance of a particular point object
g distance to conjugate focus of object
e distance of conjugate focal point beyond sensor plane
v displacement of aperture
h displacement of object’s image in sensor plane.

We would like to determine the object distance, d, given the
known aperture displacement v and the resultant image
displacement h.

By the use of similar triangles

                                  
1 1 1
g f

h
v

= −⎛
⎝

⎞
⎠

                        (1)

and by the lens equation

                                  
1 1 1
F g d
= +                               (2)

which leads to

                             
1 1 1 1
d F f

h
v

= − −⎛
⎝

⎞
⎠

                      (3)

or

                           
1 1 1 1
d

h
v F D D

= −⎛
⎝

⎞
⎠
+                      (4)

The left-hand side is the reciprocal of the object distance d; the
right-hand side consists of the known system parameters F, D,
and v, along with the measured image displacement h.

IV. THE PLENOPTIC CAMERA
The single-lens-stereo approach will work as described but it

has the disadvantage of requiring the accumulation of several
snapshots over time. One would prefer to acquire all of the
image information with a single snapshot. This demands a
special optical system, which we will now describe.

Fig. 5. Array of miniature pinhole cameras placed at the image plane can be
used to analyze the structure of the light striking each macropixel.

In an ordinary camera, all of the light striking a given
photodetector element (e.g., one cell of a CCD array) is treated
in the same way: The photon responses are summed, regardless
of the angle of incidence. If we could somehow keep track of the
amount of light striking the photodetector from different
directions then we could determine how much light came from
the various subregions of the lens aperture.

Consider the arrangement shown in Fig. 5. The sensor array
is covered with an array of tiny pinhole cameras. The light
impinging on each point of the image is broken up into three
subparts, each corresponding to a particular angle of incidence.
An example for the case of an object in the plane of focus is
shown in Fig. 5(a); the inset shows an enlargement of the
pinhole array system. The image may be considered to be
formed of macropixels, corresponding to the individual pinhole
cameras, and each macropixel is subdivided into a set of three
subpixels. The subpixels are of three types here and are labelled
r, s, and t. Light passing through the right side, center, or left
side of the lens will strike the r, s, or t pixels, respectively.

In effect, each tiny pinhole camera forms an image of the
main lens aperture, and this image captures the information
about which subset of the light passed through a given
subregion of the main lens. (In order for this to work correctly,
the pinhole cameras must be aimed at the center of the main
lens; in Fig. 5, this is accomplished by displacing the pinholes
as a function of eccentricity. An alternate approach is to use a
field lens as discussed later.)

If the object is in the plane of focus, as in Fig. 5(a), then all
three of the pixels r, s, and t of the center macropixel are
illuminated. If the object is near or far, as in Fig. 5(b) and (c),
then the light is distributed across the pixels in a manner that is
diagnostic of depth. A good way to characterize this distribution
is to create separate subimages from the r, s, and t pixel groups.
The r subimage corresponds to light passing through the right
side of the main lens, the s subimage to light passing through
the center, and the t subimage to light passing through the left.

IEEE PAMI 1992; built for depth estimation, like phase-detection AF.
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The Stanford Multi-Camera Array, 2006 Hand-Held Plenoptic Camera and Lytro, ~2005 
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Google Jump VR (2015) Facebook Surround 360 (2nd gen/2017)
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Light Field Today: Neural Radiance Field (NeRF)

https://www.matthewtancik.com/nerf

What you need: photos taken from different 6 DoF positions of the scene 
• Camera poses are well-calibrated 

What you get: photo taken by a virtual camera at any 6 DoF position
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Light Field Today: Neural Radiance Field (NeRF)

https://cacm.acm.org/magazines/2022/1/257450-nerf/fulltext

How it works: 
• Train a DNN (fully connected; MLP) for each scene 

• DNN takes a spatial position of a ray and its direction and predicts the color 

• Use volumetric rendering (later lectures) to render images



Aside: Photogrammetry
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Aside: Photogrammetry
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??? Constructing 3D scene from 
uncoordinated photos of the scene. 

• “Photogrammetry” 

• The technical term is “structure from 
motion” (SfM) or “mapping” 

• What we get is colors of scene points, 
not light field. 

A large-scale optimization problem 
• jointly optimizes scene points and 

camera poses. 

• Also used in robotics localization.
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Building Rome in a Day
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https://www.cs.cornell.edu/~snavely/bundler/

Building Rome in a Day



�121https://crucialservices.net/dronesurvey/drone-mapping/



Working Principle
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Take many photos of the 
scene (in theory from any 

arbitrary positions)

Align photos 
(calculating matching 
pixels across photos)

The matching process is in principle the 
same as in depth estimation from stereo, 
panorama stitching, and ODS creation. 

Usually use some form of stereo 
matching or optical flow algorithm.

Bundle Adjustment: find 
the best-fit camera pose 
and scene point positions
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Dedicated stereo 
matching/optical 
flow hardware!

Throughput: 
12.4 TOPS 8-bit 
6.2 TOPS 16-bit

https://en.wikichip.org/wiki/nvidia/tegra/xavier#Stereo_.26_Optical_Flow_Engine



Bundle Adjustment
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min
ai, Pj

m

∑
i=1

n

∑
j=1

vij ∥Q(ai, Pj), xij∥

Whether point Pj is 
scene by camera ai

Perspective projection of 
point Pj to camera ai

Camera 6 
DoF pose

Scene point 
coordinates

Image 2

Image 1

Image 3

a2

a3

P1
P2 P3

P4

P5

x11

x14 x24

x35

a1

Take many photos of the 
scene (in theory from any 

arbitrary positions)

Align photos 
(calculating matching 
pixels across photos)

Bundle Adjustment: find 
the best-fit camera pose 
and scene point positions



Aside: Robotic Localization

BA can be used in robotic localization. 
• Actually it’s Simultaneous Localization and 

Mapping (SLAM), because from BA we get both 
a map of the environment and the robot location. 

• The camera poses are essentially agent positions 
(rotation and translation). 

• Also called ego-motion or pose estimation. 

• Apply BA in a local, small window to reduce 
overhead. Global BA is very slow. 

• Many other SLAM algorithms exist (take a 
robotics course).
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Summary: All are Light-Field Imaging in Disguise
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Panoramic photography 
(3 DoF)

Stereo VR 
(3 DoF + Stereo)

NeRF 
(6 DoF)


