Lecture 17: Immersive Visual Content
Light Field, Panorama, and (Stereo) Virtual Reality/360° Video

Yuhao Zhu

http://yuhaozhu.com



Logistics

PA2 due 11/16, 11:30 AM.

See project proposal feedback on Blackboard.

* You should start working on it, now!

e |f you plan to use Python, submit a Jupyter notebook.



The Roadmap

Digital Camera Imaging

Immersive Content



Panoramas

A panorama (formed from Greek n&v "all" + opapx "sight") is a wide-
angle view or representation of a physical space

https://unsplash.com/photos/Ym7NVRKgmJc 4



o4
% "’-‘M({é bl S s -

= R s

mn/photos/Y

>

no
S T




/photos/Ym7N
> -

VRKgmJc.
- f" ‘é’? : .7‘;_:""'»"

nrglP e T

LK T



by mp

i '\.
a

h-*‘. - q."\

: FMovelP necontlnuous

PHOT0O SQUARE

'
ryL

Ks/panoramic-photos-capture-panorama-ios-12-guide









Aside: Video playback vs.
Web browsing: which
consumes more energy?

PH0e=sCS0" 030700 MBRE »~ @

the new 14-inch MacBook Pro models provide up to .hours of video playback and. hours of
wireless web browsing

https://www.techrepublic.com/article/why-i-am-buying-apples-new-macbook-pro/  https://ymcinema.com/2021/10/19/the-new-macbook-pro-is-more-powerful-for-8k-video-editing-than-the-mac-pro/ 9



Aside: Video playback vs.
Web browsing: which
consumes more energy?
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the new 14-inch MacBook Pro models provide up to 17 hours of video playback and 11 hours of
wireless web browsing

https://www.techrepublic.com/article/why-i-am-buying-apples-new-macbook-pro/  https://ymcinema.com/2021/10/19/the-new-macbook-pro-is-more-powerful-for-8k-video-editing-than-the-mac-pro/ 9



Aside: Video playback vs.
Web browsing: which
consumes more energy?
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using very little power. M1 Max goes even further, delivering up to 2x faster video encoding than M1 Pro, and
features two ProRes accelerators. With M1 Max, the new MacBook Pro can transcode ProRes video in
Compres "‘t remarkable 10x faster compared with the previous-generation 16-inch MacBook Pro.

the new 14-inch MacBook Pro models provide up to 17 hours of video playback and 11 hours of
wireless web browsing

https://www.techrepublic.com/article/why-i-am-buying-apples-new-macbook-pro/  https://ymcinema.com/2021/10/19/the-new-macbook-pro-is-more-powerful-for-8k-video-editing-than-the-mac-pro/ 9



Two Ways to Achieve Wide Field of View

1. Reduce the focal length 2. Increase sensor size

Lens '

£\

Sensor
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Two Ways to Achieve Wide Field of View

Neither is desirable. The name of the game is
to achieve wide FOV with narrow-FOV cameras.

Lens

Sensor

1. Reduce the focal length 2. Increase sensor size

LA
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How Much FOV Do We Need?

S0°

\Q\ / \ <
b 20° -
) ®
oo o
@-—-7-;'\"""0\3\\ o
g -
E\ 2
:‘lg _Standard o |
£ @ ~ine of Sight
\ Q
| O g)\ NOl'fna/L
f - of S @h.i__sl_/_)-e
; . 4 it
"~--_S_Ym99‘_--r > 5}7@*’/}; (’Dg 15
ReCoganﬂ 5 @QO,(/’?)
“ g/a Qf/d/) %
0° é— 30° q\,b
T (2 /,. ((\
: 5 s
Standard b /S
Line of Sight 3 YA
O Q}
-
700
https://blog.vuze.camera/the-ultimate-immersive-experience/

Requirement for content that
provides an “immersive”

experience: human eye FOV.

Full eye FOV is 360° horizontal and
180° vertical if we rotate head.
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Camera FOV vs. Human Eyes
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https://blog.vuze.camera/the-ultimate-immersive-experience/

https://www.theverge.com/2019/10/21/20924941/google-pixel-upgrade-camera-feature-updates-dual-exposure-live-hdr

Pixel 4: f = 28mm, ~75.4° diagonal FoV

Pixel 5: an ultrawide
camera (~ 107°
diagonal FoV)

https://www.tomsguide.com/news/google-pixel-5-release-date-price-specs-and-big-camera-upgrades
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Related: Telephoto (Long-Focus) Lens




Related: Telephoto (Long-Focus) Lens

Long-focus lens brings distance object closer by having a large focal length,
which leads to a large magnification factor.

e Trade-off: also reduces the field of view.

Magnification:
_H_5_
H S S—f

iPhone X
M

https://9to5Smac.com/2018/05/01/coretronics-patent-claim-iphone-x/ 14



Related: Telephoto (Long-Focus) Lens

f = 28mm, ~ 75.4° diagonal FoV

Google Pixel 4

Telephoto lens (f = 48 mm) + computational
photography algorithm for super resolution

Front camera is wider: f =
22 mm (FOV ~ 90°). Why?

https://9to5mac.com/2018/05/01/coretronics-patent-claim-iphone-x/ https://www.slashgear.com/google-pixel-4-camera-review-brilliant-and-frustrating-21596272/ 15



Aside: LIDAR in

Modern Smartphones

iPhone 12 Pro

Wide camera — |

Telephoto camera

Autofocus and portrait

mode at night + 3D
scene reconstruction

https://nofilmschool.com/best-apps-scanning-objects-your-phone  https://www.phonearena.com/news/iPhone-12-to-have-larger-12MP-sensors_id126865 16



Two Strategies Presenting Wide-FOV Content

1. Panorama presented to viewer “at once” and consumed “as is”.
e This is a good option it the FOV is not too wide.

17



Two Strategies Presenting Wide-FOV Content

2. Present a small FOV based on head orientation (or gaze direction
e This is perhaps the only option for presenting 360 content.

18



Obtaining Wide FOV Using Narrow-FOV Cameras
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Obtaining Wide FOV Using Narrow-FOV Cameras
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Obtaining Wide FOV Using Narrow-FOV Cameras
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Obtaining Wide FOV Using Narrow-FOV Cameras

Stitching two images to form a wider
FOV image is done by re-projecting the
two images to a common sensor plane.
This is a perspective projection.

Maintaining the same “perspective”.
The new image looks just like taken with
an actual wider FOV camera.

20



Two Requirements

1. The camera must be rotated around the
“center of perspective”

* which is the pinhole in a pinhole camera or the
middle of the lens in an ideal thin lens (can't
have translational movement).

2. The rotation angle must be known

* which in practice is hard to know. We usually
have to calculate an estimation that best fits
the observations.

* The observations are from matching pixels in
the overlapping area between two captures.

Some form of stereo matching
algorithm (e.g., optical flow) is used
to match pixels.

£
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Feature matching

1. Detection:
|[dentify the interest points

2. Description: L
—>X1= X1 /.-
Extract vector feature descriptor @)
X = | X5, ..
surrounding each interest point. =L
3. Matching:
Determine correspondence —
-
between descriptors in 2 views D —

1 Aug 2019 Capture4VR: From VR Photography to VR Video

X
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1)
2)°

Slide by Kristen Grauman



1 Aug 2019

SIFT features

Capture4VR: From VR Photography to VR Video

Matthew Brown and David Lowe

Slide by Matthew Brown



1 Aug 2019

Matched SIFT features

Capture4VR: From VR Photography to VR Video

Matthew Brown and David Lowe

Slide by Matthew Brown



The alignment process is
usually formulated as an
optimization problem that
minimizes the error of
matching pairs.

1 Aug 2019

Aligned images

~

Capture4VR: From VR Photography to VR Video

Matthew Brown and David Lowe

Slide by Matthew Brown



If We Don’t Rotate Around the COP

Ghosting
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https://cs.adelaide.edu.au/~tjchin/apap/



Parallax-aware stitching

" image alignment generally
relies on homography estimates

— pertfect for camera rotation
or planar scene content

— but problematic for photos
that are captured handheld

* need to explicitly handle Brown & Lowe 2007
parallax between images

— e.qg. Parallax-tolerant Image
Stitching [Zhang & Liu, CVPR 2014]

/Zhang & Liu 2014
1 Aug 2019 Capture4VR: From VR Photography to VR Video



Planar Mapping Distortion

When stitching spans a large FOV, the
projected image will look distorted. When the
FOV is over 180°, it's impossible to map
everything into one single plane!

Example credit: Marc Levoy 28
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Planar Mapping Distortion

When stitching spans a large FOV, the
projected image will look distorted. When the
FOV is over 180°, it's impossible to map
everything into one single plane!

Example credit: Marc Levoy 28



Cylindrical Mapping

v/

* Don't forget to align the images first!

29



Cylindrical Mapping

* Don't forget to align the images first!
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Cylindrical Mapping

* Don't forget to align the images first!
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Cylindrical Mapping

Every point is represented by a
[h, 8] tuple. So a cylinder can

be represented/stored as a
conventional 2D image.

* Don't forget to align the images first! 09



Cylindrical Mapping

Every point is represented by a
[h, 8] tuple. So a cylinder can

be represented/stored as a
conventional 2D image.

v

* Don't forget to align the images first! 09
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https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/

h’ttps:-/_/eh.Wi‘kiped,ia.o,rg/wiki/CylindricaI_perspective .

Issue 1: straight lines are not straight, because cylindrical projection is not a
perspective projection.

Vertical and horizontal straight lines will still be mapped to straight lines, but
other straight lines won't be.

31


https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/

5

\

h’ttps:-/_/eh.Wi‘kiped.ia.o,rg/wiki/CylindricaI_perspective <

\

Issue 2: vertical distortion is significant near the poles
and requires a very large cylinder.

* Extreme case: capturing the north and south poles need an
infinitely large cylinder!

* Acceptable for a small vertical FOV.

32


https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/

When to Use Cylindrical Mapping

https://en.wikipedia.org/wiki/Cylindrical_perspective

Usually cylindrical panorama is used for landscapes, where

e 1) there arent many straight lines, and

e 2) we don't usually care about a full 180° vertical FOV (when you shoot panorama, how
often do you care about the ground and the sky?

33


https://www.robertharding.com/preview/832-92261/degree-cylindrical-panorama-staromestske-namesti-old-town-square/

Applications

= now built into all mobile phones
" one simple camera sweep

= panorama computed on the fly

Facebook

= consumer 360° cameras

= stitch views of two 180°+
fisheye cameras

= capturing photos and videos

1 Aug 2019 Capture4VR: From VR Photography to VR Video

10

Ben Claremont



Obtain Small FOV From Cylindrical Panorama

https://en.wikipedia.org/wiki/Cylindrical_perspective 35



Obtain Small FOV From Cylindrical Panorama

Good idea?

https://en.wikipedia.org/wiki/Cylindrical_perspective 35



Re-projecting Cylindrical Panorama to Small FOV

Distortion happens when 3D-2D
projection is not perspective.

We could remove distortion by
performing a perspective projection
from the cylindrical plane to the
sensor plane. This will generate an
image that looks just like is taken by

a camera with a FOV of 0.

® Panning across an image or VR viewing.

36
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Spherical Mapping (for 360° Content)

* Don't forget to align the images first!

Use spherical mapping to
capture poles. Vertical
distortion is smaller.

Spherical mapping is
typically used for full 360°
content, e.g., VR videos.

37
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Spherical Mapping (for 360° Content)

* Don't forget to align the images first!

Use spherical mapping to
capture poles. Vertical
distortion is smaller.

Spherical mapping is
typically used for full 360°
content, e.g., VR videos.
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Storing Spherical Data

How to store a spherically mapped scene? That is, how to map a globe?

There are many map projections. Equirectangular is the most common.

Equator Equirectangular n Ill..l...lllll
ot

N R '°"> o AL

s ilNEEEENEEEENE

INEEEEEEEREEES

0 Longitude 21t

Meridians
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https://www.panotools.org/dersch/
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Distortion in

s Antarctica ... _/ — )
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uirectangular Projection
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Issues With Equirectangular Projection

Lots of pixels are dedicated to the pole regions.

* But perhaps that's where we are least interested in typical scenes.

S O

IHEEEEEENEEEEE
IEEEEEEEEEEEEE
21T

42



Issues With Equirectangular Projection

Lots of pixels are dedicated to the pole regions.

* But perhaps that's where we are least interested in typical scenes.
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Issues With Equirectangular Projection

Lots of pixels are dedicated to the pole regions.

* But perhaps that's where we are least interested in typical scenes.

Pole areas are distorted.

* Makes video compression harder. Requires higher network bandwidth to stream.
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Re-projecting Spherical Panorama

Spherically-mapped 360° content can't be
consumed as is — too much distortion.

When viewing 360° content in a VR headset
or panning across the panorama, re-project
the part of the sphere that's under the
current FOV.

e Similar to re-projection done for cylindrical
panorama, except there re-projection is optional.

43
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Re-projecting Spherical Panorama

NNE¥I. T

i

i
i

This re-projection is a main performance bottleneck.

* |n conventional video playback, once the video frames are decoded/uncompressed they
can be directly displayed.

* VR video playback requires an extra step. In practice re-projection is implemented as
texture mapping in GPU (more later).

44



Other Cartographic Map Projections

.Q . .

Map Projections—
A Working Manual
|

§

A !
4
.
o
R

U.S. GEOLOGICAL SURVEY VROFESSIONAL PAPER 1395

Cylindrical |.

$=0°

Azimuthal
H=90°

Secant

More sc_ale
expansion

Standard

Less sc_ale
expansion

parallel

More sc_ale
expansion

Scale
compression

Less scale
expansion

https://en.wikipedia.org/wiki/Map_projection
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Map Projections—
ok AR More sca
orking Manua | expansio
Standar
parallel
More sca
expansio

< |Azimuth
Bb g $=90°

https://en.wikipedia.org/wiki/Map_projection 45



Other Map Projections for Storing VR Content

Goal is to allocate pixels evenly across the sphere and minimize distortion.
. WO R,
» .

| |

CubeMap projection \

Color indicates density e = | L s Ll Lo =

EquirecIanguIar CubﬁMap Equi-Angular Cubemap

https://blog.google/products/google-vr/bringing-pixels-front-and-center-vr-video/ 46




Recap (So Far)

AN

Perspective

Alignment

Spherical

Pano mode on

smartphones

% Decoding &
e o e
Re-projection
CS
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What Do They Have in Common?

Alignment

Perspective

[
y

Spherical

They have the same goal: simulating a
virtual camera based on information from
real camera captures.

To do that, it's all about capturing rays
and calculating radiance of individual rays
so that we can simulate a virtual camera.

What rays have we been tracing?

48



One Ray for Each Scene Point

For each scene point, we
“calculate”/need the radiance of
just one ray from that point.

* Assuming pinhole camera

e The radiance is calculated from real
camera captures

* Interpolate between points

Why one ray per point? The
camera position doesn’t change;
it just rotates, no translation.

49
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3 DOF So Far During Playback (Rendering)

Because we trace one ray from
each point, we can’t simulate
virtual camera at other positions.

* During playback, the headset tracks
head rotation, but not translation.

Rotation and translation is
parameterized by three Degrees
of Freedom (DoF) each.

e So thisis 3 DOF

50



3 DOF So Far During Playback (Rendering)

Because we trace one ray from
each point, we can’t simulate
virtual camera at other positions.

* During playback, the headset tracks
Q head rotation, but not translation.

Rotation and translation is
parameterized by three Degrees
of Freedom (DoF) each.

e So thisis 3 DOF
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Recall: Motion = Translation + Rotation

Responsible for rotation

[X, ¥, 2, 1] X = [X’,y’, 2, 1]

- O O O

o 30 Ta1 Tao

Responsible for translation

51



Rotation has 3 Degrees of Freedom, Not 6!

1 0 0 cosp 0 -sing
Around X _ Around Y
O cos0O sino 0 1 0
Rx: Ry:
O -sin0 cos®o sing (0 COS¢@

cosy Siny (O
Around Z . .
R . -siny cosy O Rotation matrix = Ry x Ry X R;
y &

0 0 1

52



P
A

Y AXIS YAW

|
A

Y AXIS UP/DOWN

e

X AXIS PITCH Z AXIS ROLL

B

X AXIS LEFT/RIGHT Z AXIS FRONT/BACK

Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course 53



From 360° to Stereoscopic 360°




From 360° to Stereoscopic 360°

Viewing circle

55



1 Aug 2019

Wheatstone Stereoscope (1838)

Capture4VR: From VR Photography to VR Video

© David Tett/King's College London

23



1 Aug 2019

Brewster Stereoscope (1849)

© The Bill Douglas Cinema Museum, University of Exeter

Capture4VR: From VR Photography to VR Video

David Brewster
(1781-1868)

24






Stereo VR Video Acquisition

e'
.g‘



Stereo VR Video Acquisition

O




Stereo VR Video Acquisition




DR

Need to Capturing Multiple Rays from a Point

Many rays to trace (calculate
radiance) and to store.

e \Would increase content creation
time (even if it's done oftline).

* Perhaps more important, it
would also increase storage
overhead. Instead of storing one
single color/radiance for each
point, we now have to store
many colors/radiances.
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Which Rays Do We Need?

L

L
\ P enters left eye FOV




Which Rays

P about to leave
left eye FOV

P

o We-Need?

P enters left eye FOV
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Which Rays Do We Need?

R
R2

R3 O

A small bundle of rays
between R1 and R2 are ideally
what we need to capture.

e Other rays from P won't be seen
by the left eye.

e R1istangential to the viewing
circle.
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Ray Approximation

P We approximate each ray by a
parallel ray that:

R1 * originates from the viewing cycle

R2 * is tangential to the viewing cycle

& R1 is not approximated since
it's already a tangential ray.

R3 O
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Ray Approximation

R2

R2'

We approximate each ray by a
parallel ray that:

® originates from the viewing cycle

* s tangential to the viewing cycle

For instance:
* R2is approximated by R2’
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Ray Approximation

R3’

"
-
-®
-

-
-
-
-
-
-
-®
-

We approximate each ray by a
parallel ray that:

® originates from the viewing cycle

* s tangential to the viewing cycle

For instance:

* R2is approximated by R2’
* R3is approximated by R3’
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Omni-Directional Stereo (ODS) Capture




Omni-Directional Stereo (ODS) Capture

Sample rays tangential to the
viewing circle for both eyes.

It sampled with infinite
resolution, any ray in the
scene can be captured/
approximated.
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ODS == Ignoring Ray Origin

Technically ray = original + direction. In ODS rendering, all rays that have the
same direction are approximated as the same ray regardless of directions.

/

* |gnore the ray origin and consider only the direction

70



At Capturing Time

The captured (tangential) rays always originate from the circle where

y = 0. At each point on the circle, we sweep ¢ from -n/2 to -1t/2

https://developers.google.com/vr/jump/rendering-ods-content.pdf?authuser=0 71



Storing ODS VR Content

One panorama for each eye (e.g., equirectangular projection).

The final videos are stored in conventional format and can be compressed
and delivered using existing systems.

* VR video compression and delivery are active areas for research.

> 4
« o
=
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7 Ny

ODS representation. \

Storing all these rays in ' «
\two images (left & right). l
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Storing ODS VR Content

Overlaying left and right
images as an anaglyph

Jump: Virtual Reality Video, SIGGRAPH Asia, 2016 73


https://en.wikipedia.org/wiki/Anaglyph_3D

At Rendering Time

For any ray R that we need to render, find
Its approximate ray R’

e The R rays do not necessarily originate from the
viewing circle and might not be tangential.

* R is parameterized by azimuth 0 and elevation

¢, using which we find the corresponding R’
originated from the viewing circle.

Read the color of R’ from the ODS image
e with potential filtering (similar to texture
mapping).
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Another Perspective

P All the parallel rays between

R1 and R2 are approximated
by R1.

R2 e Other rays that have the same

R1
direction won't be seen by the
left eye.
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How About This Approximation?

Assumption: radiances of ray RO and
P1 ray R1 are approximately similar.
* Same with R2 and R3.

* This is true if the scene point is
perfectly diffuse, and in general it's OK
(unless it's a mirror): remember the
scene depth is much larger than the
IPD. So it's really a small bundle of rays

90° that we are approximating here.

PO R3

/6



How About This Approximation?

R

Approximate the ray bundle
between R1 and R2 by R1,
which is a tangential ray?

R2

w,

Pros: approx. error is small

o All rays approximated by R1
originate from the same point P

* The bundle is very small

Con: need to know the depth
of P for us to find R1 from R2.

e c.f. conventional ODS, where

given R2, R2" is |

(R2" is R2’s paral
shown here)

ndependent of P
el approx.; not

a4



Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course 78
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_____

Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course



Creating ODS with a fixed array of cameras

Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course 80



Capturing Infinite Rays with Finite Cameras

A

—p

/ Viewing
Capturing circle
circle

If a tangential ray passes through the
center of a real camera, we can simply
use the corresponding pixel.

It a tangential ray is not captured by
any camera, estimate from the two
adjacent cameras.
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Capturing Infinite Rays with Finite Cameras

/

Capturing
circle

/

Viewing
circle

First step, align images of adjacent
cameras (just like before).

* This means finding pixel
correspondences. Usually using optical
flow algorithms in VR content creation.

Second step, interpolate actual rays
and/or nearby pixels captured.

 Fundamentally a problem of signal
reconstruction from samples. Many filters
at our disposal.
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Commercial VR Video Camera Rig

Google Jump VR (discontinued)

5w -
S e

https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/45617 .pdf
https://twitter.com/yitechnology/status/918116570559336448

A Jump rig built by Yi Halo
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Commercial VR Video Camera Rig

Facebook Surround 360 System (mostly open-source)

Real Cameras Nose Direction

A 4 A 6 = Nose Direction >
Circle of Cameras ’

Virtual Camera e | >
Left Eye Right Eye

Ray Ray

Interpupilary
Distance

https://engineering.fbo.com/2016/07/26/video-engineering/surround-360-is-now-open-source/ 84



| ive-Streaming VR Cameras

y-
®
- - - —_—
/ ("’a , 4 o
o o o
/-Cam V1 Pro

Capture4VR- from VR photography to VR video, SIGGRAPH 2019 Course 85



Recap (So Far)

Traditional 360°: 3 DOF
Need & capture one ray per scene point.

ODS: 3 DOF + stereo
Need a small ray bundle per scene point

(but capture only one ray per point).

:.A ~ &@ﬁ%

* Actually a small ray bundle subtended by

the lens unless using a pinhole camera. 86



https://alexyu.net/plenoxels/ 87
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https://alexyu.net/plenoxels/ 87
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What Does It Take to Achieve This?

https://alexyu.net/plenoxels/ 88



What Does It Take to Achieve This?

https://alexyu.net/plenoxels/ 88



What Does It Take to Achieve This?

https://alexyu.net/plenoxels/ 88



We Need to Trace Every Possible Ray in the Scene




Light Field (a.k.a., Lumigraph)

Plenoptic function: a 4D function
describing a ray in the free space.

\/

L(u,v,s,1)
\

Py

~<

Light Fields and Computational Imaging, IEEE Computer, 2006 90



Light Field = (Radiance of) All the Rays

Light field: light leaving every point of the scene and traveling in every direction.
In vacuum ray radiance doesn’t change along the ray direction without occlusion.

Additive: energy at P is the

\/ sum of that at P1 and P2.

L(u,v,s,1)

Light Fields and Computational Imaging, IEEE Computer, 2006 91



The Light Field Inside a Camera

aperture plane (u, v) sensor plane (s, t)

A ray in camera corresponds to a ray in the scene

4-dimensional function L(u, v, s, t)

(conjugate of scene-based function)
* Simplifying 4D to 2D

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf 92



The Light Field Inside a Camera

Lens/Aperture Sensor

(u) (s)

Observation: It we can capture all the
individual rays, we can synthesize any image

(simulate any image formation process).
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Some Applications of Light-Field Cameras

Lens/Aperture
(u)

Sensor

(s)

Digital re-focusing
e P isin-focus but Q is out of focus

e |f we can estimate the radiance of
all the yellow rays inside the

camera, we can digitally sum up all
those rays to synthesize the color

of Q as it the sensor was placed to
focus on Q.

Extended depth of field
* Focusing on P and Q together.
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Some Applications of Light-Field Cameras

Lens/Aperture
(u)

Sensor

(s)

Digital re-focusing
e P isin-focus but Q is out of focus

e |f we can estimate the radiance of
all the yellow rays inside the

camera, we can digitally sum up all
those rays to synthesize the color

of Q as it the sensor was placed to
focus on Q.

Extended depth of field
* Focusing on P and Q together.
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How to Capture Light Field?

Lens/Aperture
(u)

Sensor

A ray inside a camera
corresponds to a ray in the
scene (for a pinhole camera), so
capturing either is fine.

All those VR camera rigs we've
seen so far fundamentally
capture light tields in the scene.
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How to Capture Light Field?

It a ray is not seen by a real camera,
either add more cameras or estimate

A
the ray from captured rays. : v‘

4

* e.g., the green ray on the right.

<

How about a ray that's seemingly
captured by a camera (e.g., the

ray on the right)? /
Capturing
circle

96



How to Capture Light Field?

Does the camera
really capture this ray?

e

—— No! It's a small ray
bundle that we capture.

4

Capturing
circle

/
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Stanford Multi-Camera Array
Early 2000s

* All the VR camera rigs we saw before fundamentally capture light field.

http://graphics.stanford.edu/projects/array/ 98



Spherical Lightfields

- ALOT, 100’S OF CAMERAS PLACED IN A SPHERE
- USE A SPINNING GANTRY OF ONE OR MORE CAMERAS
- GOOD FOR STILL LIFES - STUNNING RESULTS

* HARD TO DO FOR VIDEO

Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course

O
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*\WWe need to solve the novel view synthesis problem
-One approach: estimate depth and re-project
» This not the only approach

- Depth estimation is hard ill-posed problem

Captured4VR- from VR photography to VR video, SIGGRAPH 2019 Course
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https://blog.google/products/google-ar-vr/experimenting-light-fields/ 102
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Making a plenoptic camera

reference plane (s, t)

reference/sensor
coordinates
s=s,t=t,

aperture plane (u, v) sensor plane (s, t)

C reference/sensor
~ coordinates
s=s,t=t,

Lightfield slice L(u,v,s=s_, t=1)

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf 103
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Making a plenoptic camera

reference plane (s, t) aperture plane (u, v) sensor plane

Y

s, 1)

each pixel
measures ray
L(u,v,s=s,t=t)
for different (u, v)

reference/sensor N

reference/sensor coordinates -

coordinates ’ S=Sy, =1, -
s=s.,t=t,

Lightfield slice L(u, v, s=s_, t=t)

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf 104



Making a plenoptic camera

reference plane (s, t)

Lightfield L(u, v, s, t)

aperture plane (u, v)

-
—
"

sensor plane (s

€aC

N pixe

Mmeds’L

each pinhole I -
corresponds to a slice
L(u,v,s=s,t=t)

How can we make this more light effici

res a

ent?

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

ay

L(u, V, s, t)

105
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Making a plenoptic camera

reference plane (s, t)

Lightfield L(u, v, s, t)

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

aperture plane (u, v)

each pinhole
corresponds to a slice
L(u,v,s=s,t=t)

How can we make this more

replace pinholes with lens

sensor plane (s, t)

B each pixe
measures a

ight efficient?
ets

90

ay

5 L(u, V, s, t)
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Making a plenoptic camera

reference plane (s, t)

Lightfield L(u, v, s, t)

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

aperture plane (u, v)

sensor plane (s, t)

each pinhole
corresponds to a slice
L(u,v,s=s,t=t)

How can we make this more

replace pinholes with lens

€aC

N pixe

Mmeds’L

res a

ay

L(u, V, s, t)

ight efficient?

ets

106
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Making a plenoptic camera

reference plane (s, t)

Lightfield L(u, v, s, t)

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf

aperture plane (u, v)

sensor plane (s, t)

each pinhole
corresponds to a slice
L(u,v,s=s,t=t)

How can we make this more

replace pinholes with lens

€aC

N pixe

Mmeds’L

ight effici
ets

res a

ent?

90

ay

L(u, Vv, s, t)
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Applications of Light-Field Camera

Refocusing

Subject :

le

e aray |

Microlens

Changing perspective (extracting
the shown pixel under each microlens)

Sensor

ns

Light Fields and Computational Imaging, IEEE Computer, 2006

Light Field Photography with a Hand-held Plenoptic Camera, Stanford CSTR, 2005

/

Extended Depth of Field (stacking
photos focused at different depths.)

107




Commercial Plenoptic Camera: Lytro

=0

r

Acquired by Google; pivoting from
consumer photography to
immersive (VR) content creation.

https://archive.nytimes.com/www.nytimes.com/interactive/2012/03/01/business/inside-the-lytro.htm|?
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Industrial plenoptic cameras

Plenoptic cameras have become quite popular in lab and industrial settings.

* Much higher resolution, both spatial and angular, than commercial cameras.
* Support interchangeable lenses.

 (Can dovideo.

* \Very expensive.

109




Image Captured by a Plenoptic Camera

Can you explain why we see this pattern?
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SCIENTIFIC AMERICAN

August 19, 1911

By the

ROF. LIPPMANN of Paris is working on a very

remarkable new photographic method which Qe
has termed “integral photography.” The nature -of
this is best explained by reference to the accompany-
ing diagram. It should be remarked in the first place
that the process is designed to work without a camera.
The sensitized plate is coated with a large number
of very small globules of glass or other transparent
material. In use each of these acts as a miniatuve
eye, with a sensitive plate for its retina. The glob-
ules are very small, less than one-hundredth of an
inch in diameter. In front each hag a little blob which
acts as the lens of the miniature eye. Suppose an
object to be situated at M M', as indicated in the
diagram. Consider any globule. Rays from the
points M M* will pass through the minute lens, and
an image will be formed at the back of the globule
upon the sensilized plate at M M'. Thus each globule
will contain a ininute picture of the objects placed
in front of the plate. This picture is brought out
by developing the plate and fixing it in the usual
way. This of course yields a negative, which must
be reversed by the use of a suitable reversing bath.
The result is a transparency, in which all the minute
dictures in the individual globules are ccmbined into
one image of the original object. To view it, a good
light is placed behind the plate, so as to send light
through all the globules. Suppose the eye viewing
the transparency to be placed at O, the point which
‘when the picture was taken, lay on a line joining
one globule with the point M of the object. The
process which now oceurs will be the opposite of
what happened when the picture was taken. TIn other
words. the eye will receive from the globule a view
of the image m of the point M. Ofther globules will
send images of the point M* ete., at the same time, so
that the eye will see the differeni portlons of the
image coming from all the different globules. In this
way a complete image of the object originally pre-

Integral Photography

A New Discovery by Professor Lippmann

French Correspondent of the Scientific American

is changed in accordance with the direction in which
the eye is looking at the globule.

After working out this remarkable principle, Prof.
Lippmann presented it before the French Academy
of Sciences and other scientific societiez, where it
awakened great interest. The realization of the pro-
cess presents considerable technical difficulties. Owing
to their small size, it was out of the guestion to
shape each one of the globules separately. Prof.
Lippmann f{ried usging minute glass beads, such as
are found in commerce and used for covering orna-
mental surfaces, such as picture post cards, He
found, however, that these were too irregular in
shape and size. Another idea which suggested itself
was to stamp out a transparent gheet of collodion
and gelatine, giving the surface the reqguisite shape.
But the dies required were found to be too difficult
to make in the laboratory, so that Prol. Lippmann
has been forced to abandon his attempts in this di-
rection for the time being, The fact is that the
working out of a process of this kind is a technical

Plate ” M

ml

Diagram to illustrate the principle of Lippmann’s
integral photography.

on the plate, the portions of the plate illuminated
by the several lenses being kept separate by an ar-
rangement of black cardboard cells or partitions.
One of our views represents the front of the camera
with a set of twelve lenses, while the rear view shows
the cells in the plate-holder. This latter carries a
large plate of such size as to receive all the twelve
pictures, and is placed in the camera as usual. The
plate-holder, however, is made with a slide in the
back as well as in the front, for a purpose which will
appear presently. After the picture is taken, the
negative is developed as usual, and is reversed either
by means of a reversing bath, or by copying it, so
that a transparent positive is obtained. The dwelve
pictures are not quite alike, for each lens forms ils
image from a somewhat different point of view. The
transparency is put back in the holder, both slides of
which are now opened, while light is sent through
from Dbehind. 'The observer looks in through the
Jenses with both eyes, when he sees a single view
in relief of the object photographed. On moving the
head from side to side, or up and down, the same
eifect is observed as would be under similar circum-
tances when looking at the real object, that is io say,
objects which cover one another when looked at from
one point, are seen to separate when viewed from
another. Even with this simple apparatus the effect
is very pleasing.

Proposed Aeronautic Map

A T a recent meeting of the Academie des Sciences,

M. Lallemand, ¢hief of the French Government
Survey Department, presented the project which the
Aeronautic Commission intends to carry out estab-
lishing an aeronautic map. The proposed map is of
1:200,000 size, and is drawn up after a provisory
model made by the Aero ‘Cub. Each plate of the
aeronautic map will be a sheet taking in one degree
in_latitude and longitude and there will be fwentv-

Gabriel Lippmann
(Noble Physics Prize; 1908)

EPREUVES REVERSIBL

donec un large faisceau qui converge vers A
faisceau large, puisqu'il a pour base toute la plaque sensible, ou du
moins toute la partie de cette plaque d'ou le point A était visible (*).

Fic. 1.
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PARALLAX PANORAMAGRAMS MADE WITH A LARGE
DIAMETER LENS

By HERBERT E. IVES

Parallax panoramagrams—pictures showing stereoscopic relief
through a wide range of distances and angles of observation—have here-
tofore been made by any one of several kinds of camera, in which the ob-
ject, the photographic lens, the opaque line grating and the sensitive
plate are given a relative motion during the progress of the exposure.
Details of these cameras, and of the characteristics of the pictures
made by them may be obtained by reference to an earlier publication.!
In all cases, whether separation of the grating and plate is depended on
to cause the development of the panoramic strips by parallax, or a
relative motion is given to plate and grating, a common characteristic
is the motion of the lens with respect to the object, whereby different

points of view are successively projected upon the grating and plate.

This note is for the purpose of describing a method in which the moving
lens is dispensed with, making possible a parallax panoramagram
camera containing no moving parts whatever.

OPTICAL TECHNOLOGY

VOLUME 37, NUMBER 7

JULY 1970

Autostereoscopy and Integral Photography

Yu.A. Dudnikov

UDC 778.39 +778.4

A brief description of autostereoscopic techniques for obtaining three-dimensional images
is presented; the advantages and faults of integral photography are analyzed. A comparison
is made between holography and integral photography, and the prospects of this latter

method are indicated.

The viewing of stereo-photographs without the
aid of special optics (hence the term autostereo-
scopy), is a long-sought goal. As of now, the
recently developed holography technique produces
stereo images with the largest amount of informa-
tion presently possible. However, its practical
utilization is difficult since it requires coherent
illumination.

The concept of holography, i.e., fixation of
an image by photographing the pattern of inter-
ference of waves incident on the subject and re-
flected by it [1], derives from the color (non-
stereoscopic) photography of G. Lippmann (1894),
in which interference nodes and antinodes of the
light waves incident on the photographic plate and
reflected by its back mirror surface are fixed
within the light-sensitive layer,

Autostereoscopic methods which do not re-
quire coherent illumination, such as the parallax
stereogram of Berthier (1896) (2] and the parallax
panoramogram of Kanolt (1915) [3], were

successful in their time, and in improved form
are being used even today.

The parallax stereogram is a replica from a
normal stereoscopic pair, made optically through
a line pattern, i.e., through a screen of alternating
vertical transparent and opaque lines. The lenses
of the objective of the printing device superimpose
the images of the two stereoscopic negatives on
one another, but the screen subdivides them into

narrow alternating strips. One must view the com- 2

bined image through the same screen, set up in
such a way that the right eye sees the strips be-
longing to the left negative and the left eye those of
the right negative (Fig. 1). The image thus pro- =
duced is half as bright as that obtained with the
same illumination in a stereoscope, and contains
less visual information, since only half of the
area of each frame is viewed (and this without
magnification). The stereoscopic effect is satis-
factory but in order not to lose it, both the photo- ‘=g
graph and ones head must be perfectly stationary. 2§

Reappeared under different forms and names throughout the century.

he left paper is from 1930, the right one from 1970.

http://graphics.cs.cmu.edu/courses/15-463/lectures/lecture_10.pdf
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IEEE PAMI 1992; built for depth estimation, like phase-detection AF.

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 14, NO. 2, FEBRUARY 1992 99

Single Lens Stereo with a Plenoptic Camera

Edward H. Adelson and John Y.A. Wang

Abstract—Ordinary cameras gather light across the area of their
lens aperture, and the light striking a given subregion of the
aperture is structured somewhat differently than the light striking an
adjacent subregion. By analyzing this optical structure, one can
infer the depths of objects in the scene, i.e., one can achieve
“single lens stereo.” We describe a novel camera for performing this
analysis. It incorporates a single main lens along with a lenticular
array placed at the sensor plane. The resulting “plenoptic camera”
provides information about how the scene would look when viewed
from a continuum of possible viewpoints bounded by the main lens
aperture. Deriving depth information is simpler than in a binocular
stereo system because the correspondence problem is minimized.
The camera extracts information about both horizontal and vertical
parallax, which improves the reliability of the depth estimates.

[. INTRODUCTION

6 ¢, ' VERY BODY in the light and shade fills the sur-

rounding air with infinite images of itself; and these, by
infinite pyramids diffused in the air, represent this body
throughout space and on every side." Leonardo da Vinci [1] uses
these words, together with the drawing in Fig. 1, to describe the
relationship between objects' light, and image formation. The
object in the drawing sends off rays of light in all directions, and
if we choose to place a pinhole camera at any given point in
space, we will discover that an image is formed. The image is
the projection of a cone of light that Leonardo called a “visual
pyramid.” The space surrounding an object is densely filled with
these pyramids, each representing an image of the object from a
slightly different point of view. These infinitely multiplexed

Fig. 1. Diagram from Leonardo's notebooks illustrating the fact that the light
rays leaving an object’s surface may be considered to form a collection of
cones (which Leonardo calls “pyramids”), each cone constituting an image
that would be seen by a pinhole camera at a given location.
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Fig. 5. Array of miniature pinhole cameras placed at the image plane can be
used to analyze the structure of the light striking each macropixel.
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The Stanford Multi-Camera Array, 2006 Hand-Held Plenoptic Camera and Lytro, ~2005
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Google Jump VR (2015) Facebook Surround 360 (2nd gen/2017)

115



Light Field Today: Neural Radiance Field (NeRF)

Input Images Optimize NeRF Render new views
A A AR
B R N RS
AN EPE L
R 5 R 3 N L
PGP EFBEREAEY 5 o o
£ R Y . G R Jd. o
Y¥lededa e
S O B R % Q4 g
& 2 Ak bR A
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What you need: photos taken from different 6 DoF positions of the scene

e Camera poses are well-calibrated

What you get: photo taken by a virtual camera at any 6 DoF position

https://www.matthewtancik.com/nerf 116



Light Field Today: Neural Radiance Field (NeRF)

50 Input Output Volume Rendering
Position + Direction Color + Density Rendering Loss
ﬁ A I:":"]_’ e \ Ray 1 %) Ray 1 /—_\

Yoo S Fo ALY W | "/ “ Ml -ot “
4] 2 % /\4
Ray 2 -
<N <N L T
\ \ Ray Distance g )

How it works:

 Train a DNN (fully connected; MLP) for each scene
* DNN takes a spatial position of a ray and its direction and predicts the color

e Use volumetric rendering (later lectures) to render images

https://cacm.acm.org/magazines/2022/1/257450-nerf/fulltext 117



Aside: Photogrammetry




Aside: Photogrammetry

A

Constructing 3D scene from
uncoordinated photos of the scene.

e "Photogrammetry”

e The technica

term is “structure from

motion” (StM) or “mapping”

* \What we get is colors of scene points,
not light field.

A large-scale optimization problem

* jointly optimizes scene points and

camera poses.

e Also used in robotics localization.
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https://crucialservices.net/dronesurvey/drone-mapping/
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Working Principle

Take many photos of the
scene (in theory from any| == > | (calculating matching
arbitrary positions)

Align photos

pixels across photos)

The matching process is in principle the

panorama stitching, and ODS creation.

WIIIHM!I-

g v "_—_
'*5? '\,!_' " g /i'."f
155 '_A—“!'."; i

‘Be-,a»

Usually use some form of stereo
matching or optical flow algorithm.

= = — T N T . N1
; T e T
N\ e i B . BERE 4 oo eSS S—

same as in depth estimation from stereo,
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Bundle Adjustment

Bundle Adjustment: find
the best-fit camera pose

and scene point positions

m n

min 2 | 2 'Vij HQ(aia P])a xij”
aia P . .
/ ‘] =1 j=1 \ X11
Camera 6

Whether point Pj is
scene by camera a;

DoF pose

|
Scene point ai

coordinates
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Aside: Robotic Localization

BA can be used in robotic localization.

e Actually it's Simultaneous Localization and
Mapping (SLAM), because from BA we get both
a map of the environment and the robot location.

 The camera poses are essentially agent positions
(rotation and translation).

.........................................................

e Also called ego-motion or pose estimation.

¢ App\y BA In a ‘OCa‘, small window to reduce
overhead. Global BA is very slow. e &

e Many other SLAM algorithms exist (takea e e
robotics course).

.........................................................

.........................................................
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Aside: Robotic Localization

BA can be used in robotic localization.

e Actually it's Simultaneous Localization and
Mapping (SLAM), because from BA we get both
a map of the environment and the robot location.

 The camera poses are essentially agent positions
(rotation and translation).

.........................................................

e Also called ego-motion or pose estimation.

¢ App\y BA In a ‘OCa‘, small window to reduce
overhead. Global BA is very slow. e &

e Many other SLAM algorithms exist (takea e e
robotics course).
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Summary: All are Light-Field Imaging in Disguise

Panoramic photography Stereo VR NeRF
(3 DoF) (3 DoF + Stereo) (6 DoF)
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