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Logistics

WAA4 released. The last written assignment.

Will post PA2 soon.
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The Feedback Loops
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Feedback

Camera subsystem in
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https://on-demand.gputechconf.com/gtc/2016/webinar/getting-started-jetpack-camera-api.pdf 6



Feedback
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What Are They?

Auto White Balance Auto Focus Auto Exposure
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What Are They?

Word of caution: 3A are very subjective!

Auto White Balance Auto Focus Auto Exposure




Auto White Balance

RAW Pixels
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Does it look white?
Should it look white?




It doesn’t look white as we are looking at the photo now, but would look
white to our eyes when we were sitting in front of it at the moment.

Does it look white?
Should it look white?




“Color Constancy”

Objective colors under different illuminants
are very different, but our subjective color

Clear blue poleward sky

perception is not nearly that different.
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https://www.dpmag.com/how-to/shooting/what-is-white-balance-on-your-camera/ 11



“Color Constancy”

The objective color of

he color you actually
see when in the scene.

the scene. Coloris
reddish because the
illuminant is ~tungsten.

https://photovideocreative.com/en/have-color-neutral-photo-with-smartphone-neither-too-bluish-nor-too-orange/ 12



Color Constancy and Chromatic Adaption

Human visual system adjusts to changes in

illumination to preserve the relatively 5700 K

60WIncandescen.t; o

constant appearance of “white”.
3500 K

~ I3lWiFluorescent

~

. 5500 K

13 W Fluorescent

https://www.cg.tuwien.ac.at/research/publications/2009/wilkie-2009-cc/ 13



Color Constancy and Chromatic Adaption
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Color Constancy and Chromatic Adaption

Human visual system adjusts to changes in

illumination to preserve the relatively _—
constant appearance of “white”. S0 W IncanqauuE

| | | p 3500 K
Informally, a white paper is seen as white , " 3Wrorescent

under many light sources. But different light
sources actually have very ditterent colors.

~

Appearances of other colors adapt too, but . c00 K
don't adapt 'I:U”y 13 W Fluorescent

https://www.cg.tuwien.ac.at/research/publications/2009/wilkie-2009-cc/ 13



Von Kries Chromatic Adaption Model

Hypothesis: The cone responses adapt to the
illuminant. Cones become more/less sensitive
depending on the illuminant.

* Each cone adapts independently.

e Each cone's “adaption factor” is inversely
proportional to the cone's responses of the
illuminant itselt.

=0,
I e e L] | [e@wLmd
M, | = O,ML,O X [M] , Where |M | = JCID(/I)M(/l)d/I
S 0,01 S S [®)S(A)dA

Sensitivity

ok
-

0.9}
0.8}
0.7}
0.6 |
0.5}
0.4}
0.3}
0.2}

0.1
0.0

Solid lines: relative cone responses
Dashed lines: relative adapted cone responses

i

=

400 450 500 550 600 650 700

Wavelength (nm)

Color Imaging: Fundamentals and Applications (1e) 14



Neutral points all look as the same
color under different illuminants.

* Neural points: points whose spectra
retlectance is 1 everywhere. Informally

we call it the white point.

* The color of a neural poi

the illuminant without il

nt is the color of
umination.

Von Kries Chromatic Adaption Model
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White Balance, a.k.a., Camera Chromatic Adaptation

Photo without AWB Photo with AWB

Human evolved over millions of years to
learn to adapt to illuminants. But
cameras don’t have this luxury —
camera SSFs are fixed once fabricated.

Goal: adapt colors so that the resultant
iImage appears as the photographers
“remember” based upon their

adaptation state.

16



White Balance and Color Temperature
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't a photo it assumed to be viewed under daylight (~Dé65,

6500K), AWB forces the white obj

D65 (sRGB reference white, blue-

It the capture illumination is warm
(red) to the scene. Some cameras

ect in the photo to be

ish).

er (cooler), WB adds blue
allow you to explicitly set

the temperature of the illumination for WB.

https://starlight-manual.readthedocs.io/en/latest/interface/
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White Balance in Cameras

Read: http://yuhaozhu.com/blog/chromatic-adaptation.html

Chromatic adaptation from capturing
Linear sRGB color illuminant to viewing illuminant

L
ﬁ,0,0
SR o
— — w2
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0,0,22 i

wl

Raw RGB in camera
color space

Color correction

matrix
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http://yuhaozhu.com/blog/chromatic-adaptation.html

ldeal vs. Practical White Balance

ldeal white balance is easy it we know:
e the illuminant of the capturing scene.

e the illuminant of the viewing scene.

It so, we can simply calculate the scaling factors of the LMS cone responses.

e Remember, RGB/XYZ is just one linear transformation away from LMS. So knowing how
to scale LMS basically means we know how to scale RGB values too.

In reality: capturing illuminant is unknown.

The real work of auto white balance is to estimate the capturing illuminant.

19



(Semi-)Auto White Balance

How to know where a neutral point is (i.e., which pixel should look white

under the capturing illuminant)? Can be used as a neutral
point (lucky!)

Pre-made reference white card

https://www.vortexmediastore.com/pages/warmcards-white-balance-system  https://photovideocreative.com/en/have-color-neutral-photo-with-smartphone-neither-too-bluish-nor-too-orange/ 20



(Semi-)Auto White Balance

If a white point is unavailable, specity the
capture illuminant and use a pre-calculated
adaptation matrix, which is calculated offline
from known illuminants.

White balance

4 AUTO Auto
Incandescent

Fluorescent
Direct sunlight

Flash
Cloudy
A\ Shade

https://www.vortexmediastore.com/pages/warmcards-white-balance-system
https://photovideocreative.com/en/have-color-neutral-photo-with-smartphone-neither-too-bluish-nor-too-orange/

https://photographylife.com/what-is-white-balance-in-photography
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PhotoVideoCreatitse.com
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llluminant Estimation by AWB

Many heuristics:

22


https://bmvc2019.org/wp-content/uploads/papers/0105-paper.pdf

llluminant Estimation by AWB

Many heuristics:

e Assume that the average color of all pixels in an image is gray (e.g., [128, 128, 128] in
sRGB) and scale all pixels accordingly. Fails when the scene is colortul (close-up tlower).
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https://bmvc2019.org/wp-content/uploads/papers/0105-paper.pdf

llluminant Estimation by AWB

Many heuristics:

e Assume that the average color of all pixels in an image is gray (e.g., [128, 128, 128] in
sRGB) and scale all pixels accordingly. Fails when the scene is colortul (close-up tlower).

* Assume that the brightest pixel is white. Fails quite often (night scene with traffic lights).
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https://bmvc2019.org/wp-content/uploads/papers/0105-paper.pdf

llluminant Estimation by AWB

Many heuristics:

Assume that the average color of all pixels in an image is gray (e.g., [128, 128, 128] in
sRGB) and scale all pixels accordingly. Fails when the scene is colortul (close-up tlower).

Assume that the brightest pixel is white. Fails quite often (night scene with traffic lights).

Other techniques try to guess the illumination: bright image is probably outdoor; dim
images are probably indoor, etc.
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https://bmvc2019.org/wp-content/uploads/papers/0105-paper.pdf

llluminant Estimation by AWB

Many heuristics:
e Assume that the average color of all pixels in an image is gray (e.g., [128, 128, 128] in
sRGB) and scale all pixels accordingly. Fails when the scene is colortul (close-up tlower).
e Assume that the brightest pixel is white. Fails quite often (night scene with traffic lights).
e Other techniques try to guess the illumination: bright image is probably outdoor; dim

images are probably indoor, etc.

Train deep learning models to predict capturing illuminant (example).
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https://bmvc2019.org/wp-content/uploads/papers/0105-paper.pdf

ide: llluminant Estimation in Augmented Reality
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White Balance and Color Correction

In theory, color correction comes first and then white balance, but usually
cameras perform WB before CC

e through an equivalent transformation; read this article by Rowlands for why.

LW
_2,(),()
Lwl
SR Iy R
—_ —1 —1 w2
5G| = Tsrgbeyz X Txyz2lms X 10, M, O X Txyz2lms X Tcam2xyz X 1G
SB . B
@ 005,
OR K This “white b " ' li h RGB of i
— T T IS “white balance”™ matrix normalizes the raw OT capturing
i’lG} ce % Lwb X G illuminant to [1, 1, 1], which will be mapped to [1, 1, 1] in linear

sRGB by Tc.. Tub technically doesn’t perform white balance.
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https://www.spiedigitallibrary.org/journals/optical-engineering/volume-59/issue-11/110801/Color-conversion-matrices-in-digital-cameras-a-tutorial/10.1117/1.OE.59.11.110801.full?SSO=1

Red Without Any Red Pixel

The cyan tint tricks your brain to
think that the illuminant of the scene
is cyan. So your brain subtracts cyan
from colors it perceives.

Subtracting cyan is like adding red
(recall the RGB color cube), so the
gray patches look red now.
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Black and Blue or White and Gold?

https://en.wikipedia.org/wiki/The_dress 26


https://en.wikipedia.org/wiki/The_dress

Black and Blue or White and Gold?

Left: if your visual system thinks

the illuminant is yellow, it will
subtract yellow (add blue) from
the colors.

Right: if your visual system think
the illuminant is blue, it will

subtract blue (add yellow) from
the colors.

Why ditterent visual systems think
differently is anyone’s guess.

https://en.wikipedia.org/wiki/The_dress 27



RAW Pixels

WB | HDR & T
= 4 Denoising Demosaic &C? = &.one
Correction Mapping
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Auto Exposure

Auto Focus

Compression

T—Auto White Balance

AWB AE AF

Auto Focus
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Auto Focus

Canon EOS 60D

C.Fnll:Autofocus/Drive
AF-assist beam firing

0:Enable

1:Disable

2:Enable external flash only
3:IR AF assist beam only

1
1

T
3

2345
0030

ow motion Video Photo A8M Portrait

OFF ON

EEELLLL 15, ERTFATATE

https://www.youtube.com/watch?v=tLwkjXIgHj4  https://www.androidauthority.com/smartphone-cameras-2020-1066830/



't CoC is greater than a threshold, the point appears blur.

 Multiple pixels get some rays from that point

Recall: Circle of Confusion

e Blur from defocus: c.f. motion blur

s

SJ

https://en.wikipedia.org/wiki/Bokeh 30



Recall: Circle of Confusion

't CoC is greater than a threshold, the point appears blur.

 Multiple pixels get some rays from that point

e Blur from defocus: c.f. motion blur

f
S .,: S’

https://en.wikipedia.org/wiki/Bokeh 30



Recall: Circle of Confusion

't CoC is greater than a threshold, the point appears blur.

 Multiple pixels get some rays from that point

e Blur from defocus: c.f. motion blur

https://en.wikipedia.org/wiki/Bokeh 30



Recall: Circle of Confusion

't CoC is greater than a threshold, the point appears blur.

 Multiple pixels get some rays from that point

e Blur from defocus: c.f. motion blur

Circle of
confusion

https://en.wikipedia.org/wiki/Bokeh 30



Auto Focus

AF works by moving lenses while keeping the sensor fixed.

31



Auto Focus

AF works by moving lenses while keeping the sensor fixed.

32



The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.

Sensor

Object S1 S>
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The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.
ﬂ??? Sensor

Object S1 " S>
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The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.

— 299 Sensor

Object S1 " S> 1 1 1

- 4 =
S+Ad  S,—Ad f
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The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.

ﬂ 2?79 Sensor
A
|
Object S1 " S>
<€ >

Known from

current position
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The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.

ﬂ 2?79 Sensor
A
|
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< > N

Known from Constant

current position
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The General Idea

AF is inherently about depth estimation. From depth we can use the Gauss
lens equation to determine the correct lens position.

ﬂ 2?79 Sensor
A
|
Object S1 " S>
<€ >

222 Known from Constant
current position
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Active vs. Passive Auto Focus

Active AF: camera emits some sort of radiation, whose reflections off of the

object are capture by the camera to calculate depth, from which lens
adjustment is calculated.

e |R light (structured light), Sonar, LiDAR

Passive AF: nothing is emitted from the camera, which “passively” processes

the light it receives to estimate depth and move the lens.
* Phase detection AF
e Contrast detection AF

34



Phase Detection Auto Focus (PDAF)

Primary Image Mask | Signal |

1) Formation Plane
point source SRR 1

INn scene

Mask I Signal |l

http://www.exclusivearchitecture.com/?page_id=1291 35



Phase Detection Auto Focus (PDAF)

Primary Image Mask | Signal |

1) Formation Plane
Assuming a Window | / |8
point source SRR L

l ¥

The AF lenses and AF sensors are

Mask |l Signal ll

fixed. They are placed in such a way
that if the incident light is in-focus
with by main lens, it will also be in-
focus on the AF sensors.

http://www.exclusivearchitecture.com/?page_id=1291 35



Phase Detection Auto Focus (PDAF)

These masks make sure only a
Mask | Signal |

Primary Image L
Formation Plane
' \

|

small “cone” of lights in each

Assuming a half of the lens is used in PD.

Window |
point source

INn scene

The AF lenses and AF sensors are

fixed. They are placed in such a way
that if the incident light is in-focus
with by main lens, it will also be in-
focus on the AF sensors.

http://www.exclusivearchitecture.com/?page_id=1291 35



Phase Detection Auto Focus (PDAF)

Primary Image Mask | Signal |

1\ Formation Plane
point source ‘ L

INn scene

Mask |l Signal ll

OUT OF FOCUS
CASE 1

OUT OF FOCUS
CASE 2
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Phase Detection Auto Focus (PDAF)

Primary Image Mask | Signal |

,‘ Formation Plane
point source —L

INn scene

Mask |l Signal ll

1 . |

T o] ot
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CASE 1

OUT OF FOCUS
CASE 2




Phase Detection Auto Focus (PDAF)

Primary Image Mask | Signal |

.‘ Formation Plane
point source —— D

e

Peaks move closer.
Lens should be moved
Mask I Signal I toward sensor.

] . |
-\

INn scene

T o] ot

OUT OF FOCUS
CASE 1

OUT OF FOCUS
CASE 2
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Phase Detection Auto Focus (PDAF)

Primary Image Signal |

— Formation Plane
point source e ——

INn scene

Mask |l Signal ll

N -\

OUT OF FOCUS
CASE 1

Window |

—
R |

OUT OF FOCUS
CASE 2

Peaks move closer.
Lens should be moved
toward sensor.
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Phase Detection Auto Focus (PDAF)

Primary Image Signal |

B Formation Plane
point source L

1 m =

Peaks move closer.
Lens should be moved
Mask I Signal | toward sensor.

| ‘\

INn scene

OUT OF FOCUS
CASE 1

Window |

—_—
NN |

Peaks move farther.

OUT OF FOCUS Lens should be moved
CASE 2

away from sensor.
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Phase Detection Auto Focus (PDAF)

Primary Image Signal |

B Formation Plane
point source AR e

INn scene

Peaks move closer.
Lens should be moved
Mask I Signal | toward sensor.

Wind;m\ /
—1—1— - \*
\ |

T

The amount of phase
shift dictates how
much to move the lens

CASE 1
to focus!

Window | l
Ern |
Peaks move farther.

OUT OF FOCUS Lens should be moved
CASE 2

away from sensor.
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Math Behind PDAF

Main
sensor

Main lens

N\

AN P

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P

37



Math Behind PDAF

Main AF
sensor lenses

\

Main lens

N\

NP
Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

. Main AF AF
Main lens
sensor lenses sensors
P
I \ /
I >

AN P

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

. Main AF AF
Main lens
sensor lenses sensors

oY

4

N\

\

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

. Main AF AF
Main lens
sensor lenses sensors

d>

<

N\

\3

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

. Main AF AF
Main lens
sensor lenses sensors

d>

>

N\

X\-\\g

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

Main lens Main AF AF dl B
sensor lenses sensors

v d1+d2=0
d>

>

N\

X\-\\g

o
S
=

Assumption: everything is fixed; main lens is the only moving part.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P
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Math Behind PDAF

Main lens Main AF AF dl B
sensor lenses sensors —

v d1+d2=0

» d1 d>
‘ = v
N\ : /I d, + d)B
| <J== 0=(1+ )
/ * 0, d;

As long as the scene point P is in-
focus, the offset between the

Assumption: everything is fixed; main lens is the only moving part. corresponc.img pixels, O s fixed
y . and is known offline.
d1: distance between main sensor and AF lenses

d,: distance between AF lens and AF sensor

B: distance between the centers of the two AF lenses
O: distance between the two pixels corresponding to P



Math Behind PDAF

Main lens Main AF AF

Sensor Ienses SenSOrS
| |'
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Math Behind PDAF

Main lens Main AF AF
Sensor lenses sensors




Math Behind PDAF

Main lens Main AF AF

Sensor lenses sensors

Small circles of
confusion here.

* The circles of confusion (CoC) on the AF sensors are usually very small because the apertures of the AF lenses are
small (recall the DOF equation). So we will use pinhole camera models to analyze the AF lenses/sensors.
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Math Behind PDAF

Main lens

Main AF AF
Ad
5 Sensor lenses sensors
A v 4

=

3
1 %
5 n

i
. : v
K
P
A 4
R\ f
k. . T8 )’;
q z

Small circles of
confusion here.

* The circles of confusion (CoC) on the AF sensors are usually very small because the apertures of the AF lenses are
small (recall the DOF equation). So we will use pinhole camera models to analyze the AF lenses/sensors.
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Math Behind PDAF

Main lens Main
Ad
. sensor

v [ |
A
v i

d1 d-
B O+Ao

A



d, B

Math Behind PDAF In-focus: —

d+d, O

Main lens

Main
Ad sensor

>e—>
di d>
B O+Ao




Math Behind PDAF

Main lens
Ad

V/—»i

Main
sensor

«-\v

In-focus:

Out-of-focus:

>€ >

d>
O+Ao

d, B

d+d, O

d, + As B

d+As+d, O+ Ao
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Math Behind PDAF

Main lens
Ad

In-focus:
Main
sensor Out-of-focus:
>e—>
ds d-
O+Ao

d, B

d, + d, O Phase shift

d, + As B\

di+As+d, O+Ao)
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Math Behind PDAF

Main lens
Ad

In-focus:
Main
sensor Out-of-focus:
Se—>
dq 7
O+Ao

d, B

dl + d2 B 0 Phase shift

d, + As \
di+ As + d, B 0 +
: | |
L

| | |

+ 1
S +Ad  S—Ad f
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d, B

Math Behind PDAF In-focus: —

d, + d, O Phase shift

B\

d+As+d, O+(A
1 |

Main lens

Main ()

Ad Sensor

Out-of-focus:
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Math Behind PDAF

Main lens
Ad

Main
sensor

d, B
di+d, O

In-focus:

Phase shift

d; +\As)
dl + AS + d2

Out-of-focus:

Knowing Ao we can calculate Ad, which is

how much the lens needs to be moved.
The sign of Ad dictates whether to move
the lens away or toward the sensor.
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Actual Implementations

Nikon F4

Primary Mirror \

/ Secondary Mirror

Condenser Lens
(Field Lens)

AF Sensor
B

AF Mirror

Separator Lenslet Infrared Cut Filter

The secondary mirror deflects light from the photographic lens
to the phase detection sensor array.

https://graphics.stanford.edu/courses/cs178/applets/autofocusPD.html  http://www.exclusivearchitecture.com/?page_id=1291 40
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Dual Pixel PDAF

Object Main Focal Sensor
plane lens plane
I
! | Blur size
: T — Photo-Taking Lens
I
| — Light from § s Light from
: | — Left Half —— g —— Right Half
: : N 1 = o
| - : .
—> —D—
| Z, | .
(a) Lens diagram === Micro Lens
Color Filter
o | b | Blur size Blur size k = Pixel
= . , Metal Wire —— A B Substrate
Z d=—=  Disparity | b |
Q
| | | | | | | | | L
Position on Sensor Position on Sensor
(b) DP data (c) Image data

http://www.exclusivearchitecture.com/?page_id=1342  Synthetic Depth-of-Field with a Single-Camera Mobile Phone. SIGGRAPH Asia 2018 41
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PDAF Recap

Lens Sensor

e Fast. Jump to in-focus position. No hunting for the correct lens adjustment. From one
single phase shift, we can calculate exactly how to adjust the lens.

Pros:

Cons:

* Requires physical calibration (AF sensor baseline, etc.)

 AF doesn’t work when in live preview mode and when actually taking the picture, since
the retlex mirror is up, and so AF sensors receive no light.
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Contrast Detection AF

|dea: in-focus objects are sharp, so
adjust the lens until the object is sharp.

Very simple design (no AF lens/
sensors/mirrors). Used by point-and-
shot and smartphone cameras.

http://www.exclusivearchitecture.com/?page_id=1291 43



Detecting Contrast is Tricky

Infinity Closest
Position Position

http://www.exclusivearchitecture.com/?page_id=1291 44




Detecting Contrast is Tricky

Problem 1: can we simply detect
contract using the height of the peak? infinity Closest

Position Position

* No. The object to be focused could be
dark; then the valley should be used.

http://www.exclusivearchitecture.com/?page_id=1291 44




Detecting Contrast is Tricky

Problem 1: can we simply detect
contract using the height of the peak? infinity Closest

Position Position

* No. The object to be focused could be
dark; then the valley should be used.

Solution: the gradient is what we
ultimately should care about.
e Calculate the gradient of a pixel by using

the pixel values from a small block of
- T

http://www.exclusivearchitecture.com/?page_id=1291 44




Detecting Contrast is Tricky

Problem 2: Can we simply use an
absolute gradient threshold? ifinity Closest

Position Position

 No. If the object has smooth surtace, it's
in-focus gradient will be modest.

Solution: trial and error. Slow!

https://www.wallpaperflare.com/yellow-flower-in-autofocus-photography-season-wildflowers-lost-dutchman-state-park-wallpaper-hrjivg  http://www.exclusivearchitecture.com/?page_id=1291 45




CDAF Recap

Main Vviain AF Analysis
Lens Sensor

Usually used by point-and-shot cameras.

Pros:
* Simple and lean hardware design.

e Accurate as it directly operates on the image captured by the main sensor.

Cons:

e Slow.
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Active Auto Focus Ad

—> 279 Sensor
A
i
Active AF directly measures depth. Object S : >2 ,

Particularly useful when the scene is

textureless, where neither phase nor |
contrast can be easily detected.

/

Two main principles: v
e Time-of-flight

* Depth from stereo

Known from Constant
current position
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Time-of-flight Principle
LiDAR: Light Detection and Ranging (Sonar, Infrared light, etc.)

distance d

Wide camera ————f——~4> ®7 Ultra wide came 1 I ‘ |
era \ E

time t
-

https://www.phonearena.com/news/iPhone-12-to-have-larger-12MP-sensors_id126865 48



Depth from Stereo (Triangulation)

Scene
Point ®

O O



Depth from Stereo (Triangulation)

Scene
Point ®
| eft Right
Camera O O Camera
| eft Right

Image Image
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Depth from Stereo (Triangulation)

Scene
Point

| eft Right
Camera O Camera

Left Right
Image Image
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Depth from Stereo (Triangulation)

Scene
Point

| eft Right
mage  x, Xp  |mage
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Depth from Stereo (Triangulation)

Scene
Point

| eft Right
mage  x, Xp  |mage
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Depth from Stereo (Triangulation)

Scene
Point

| eft Right
mage  x, Xp  |mage
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Depth from Stereo (Triangulation)

Scene D =Bf/ (Xg- X))
-oint (same setup as PDAF!)
D
Left Right
Camera ' """"""""" B Camera
f

| eft 5 Right
Image o Or Xr Image

Stereo Matching
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(same setup as P

Left Right
Camera ' """"""""" B X Camera Right
d .
Left Right
Image NG 0O Xp  |mage
Depth map
Stereo Matching (for left)
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(same setup as P

----------------

Right
| eft Right
Image NG Or Xn Image
] Pixel intensity Depth map
Stereo Matching Sroportional (for left)

to depth
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Structured Light

Correspondence is hard to establish it the
surface is textureless. Structured light solves
it by emitting lights with tixed pattern,

creating textures.

RGB
IR projector IR camera
camera

XBOX 360

oming-back-next-year/ https://www.researchgate.net/figure/Principles-of-a-projected-structured-light-3D-image-capture-method-4-a-An _figd 312541409

q/qIH'

% Surface
H—1

\

[IHTumimant

(b)

\c\_

Camera

50


https://www.researchgate.net/figure/Principles-of-a-projected-structured-light-3D-image-capture-method-4-a-An_fig5_312541409
https://mspoweruser.com/most-popular-xbox-kinect-feature-coming-back-next-year/

Another Setup of Structured Light

Right Imager IR Projector Left Imager RGB Module

Intel

rojector
RealSense Pra

camera 1 camera 2

\
\
\
B Normal phone parts

B Face Unlock

Soli Radar M Motion Sense
8MP front camera Sensar
0 o
Ambient Light & Flood llluminator
G oog I e Proximity sensor Dot Project&:
Pixel 4 IR camera #1 Earpiece _‘ IR camera #2

%X

https://ai.googleblog.com/2020/04/udepth-real-time-3d-depth-sensing-on.html

https://www.intelrealsense.com/depth-camera-d435/  https://moscownewsdaily.com/2019/11/17/google-pixel-4-review-overpriced-uncompetitive-and-out-of-touch/  https://en.wikipedia.org/wiki/Structured-light_3D_scanner
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https://www.intelrealsense.com/depth-camera-d435/
https://ai.googleblog.com/2020/04/udepth-real-time-3d-depth-sensing-on.html
https://en.wikipedia.org/wiki/Structured-light_3D_scanner

Synthetic Depth of Field

Shot an all-in-focus photo Estimate pixel depths Blur background pixels

ARIEIC][Selely

https://ai.googleblog.com/2017/10/portrait-mode-on-pixel-2-and-pixel-2-x|.htm| 52



RAW Pixels

= 4 Denoising Demosaic

Auto Exposure

Auto Exposure

WB & Color HDR & Tone
Correction Mapping

Compression

AWB AE AF

T—Auto White Balance

Auto Focus
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Auto Exposure

No single “correct” exposure of an image.

For HDR scenes, it's impossible to set one
single proper exposure.

Things you could change (knobs):
* Aperture size (A)

* Exposure time (T)

* |SO (gain). Last resort really...

Noise

DOF
Aperture
Size

Exposure
Triangle

ISO/
Sensitivity |

Exposure
| Time
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Auto Exposure

Let's assume that the scene has standard DR (HDR imaging discussed before),
and the goal of AE is to allow “important” objects to be properly lit.

e Thatis, important objects’ pixel values should be properly set.

It's a guessing game:
 What are "important” objects for the photographer?

 What is the “correct” pixel value for a properly-exposed object?

* How to set the knobs given the properly exposure level?

55



Auto Exposure: General Workflow

Single feedback/could be continuous if metering is inaccurate

Metering: Estimating the Compare metered

Lens =% Sensor | brightness of important brightness with
objects in the image expected brightness

—

Ca

ad]

culate how to
ust the knobs
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Metering

Estimating/measuring the brightness of the “important” subjects.

Informally, we compare the metering result with an ideal/"correct” target, i.e.,
compare how bright an image is and how bright a visually-pleasing image
should be, from which we calculate how to adjust the exposure knobs.

We meter using RAW pixel values, which are proportional to luminance.

* Or convert to XYZ and use the Y value, which directly corresponds to luminance.

Key challenge: what are “important” objects to meter?

e Camera doesn’t know what you think is important
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G & G

Center-weighted
average metering

Metering is Hard

Spot
metering

https://imaging.nikon.com/lineup/dslr/basics/18/01.htm

Spot metering

o Spot metering only
measures the intensity of
light over a small circular

area in the centre of the viewfinder. The average
is then calculated by measuring just 2-4% of the
picture area.

This 3D graph shows spot
metering’s central bias

The centre circle in the viewfinder gives a
rough guide to a spot meter’'s coverage

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Partial

7N | metering

N’ This metering mode
measures the intensity

of the light over a larger circular area thanin
Spot mode. The average is then calculated by
measuring 8-13% or the picture area.

The graph for partial
metering spreads further
across frame

The coverage of the partial meter spreads
out slightly beyond the viewfinder's centre

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Centre-weighted
average metenng
This light metering mode
measures the light across

the whole picture area, but strongly biases the
reading to the centre of the viewfinder area.
Unlike with Evaluative, it does not take the
focus into account, so uses the same averaging
pattern for every shot.

This metering patterngraphis
higher in the middle, as this is where
the meter concentrates its attention

Main metering zone is bounded by the seven
central focus points (SLRs with nine AF points)

..................................................................................................................................................................................

Evaluative

e | metering

p The default metering mode
on many DSLRs, and the only

option if you choose one of the basic automatic
exposure modes. Measures light across the
whole frame, but strongly biases the reading to
the area around the autofocus point currently
being used.

The graph for evaluative
metering changes shape,
depending on where the subjectis

Main zone of interest will depend on which of
the autofocus points has been used

https://shailendrarana.wordpress.com/2014/02/15/metering-in-smartphone-cameras/
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Metering is Hard

Trade-off: accurate metering requires
big pixels, which limits sensor resolution.

* | ow resolution image makes metering
harder: hard to tell what's in the image to
reason about metering results.

* Small pixels are easily saturated, so might
need iterative metering (slow).

Could use a separate (small) sensor, i.e.,
a separate metering system. Or use the
main image sensor.

Aona aueN :1paId ojdwex]
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Is this a good
exposure???

Metering is Hard

Trade-off: accurate metering requires
big pixels, which limits sensor resolution.

* | ow resolution image makes metering
harder: hard to tell what's in the image to
reason about metering results.

* Small pixels are easily saturated, so might
need iterative metering (slow).

Could use a separate (small) sensor, i.e.,
a separate metering system. Or use the
main image sensor.
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Is this a good
exposure???

Metering is Hard

Trade-off: accurate metering requires
big pixels, which limits sensor resolution.

* | ow resolution image makes metering
harder: hard to tell what's in the image to
reason about metering results.

* Small pixels are easily saturated, so might
need iterative metering (slow).

Could use a separate (small) sensor, i.e.,
a separate metering system. Or use the
main image sensor.
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AF/AE/AWB: Why Are They Hard?

They are very subjective and personal.
* What are important objects that viewers/photographers want to focus on?

* What objects do viewers/photographers deem important and thus have to be well-|it?

 What will the illuminant be when a photo is viewed later?

* \What objects do the viewers think should be perceived as white?

Fundamentally, these are all computer vision problems: understanding the
semantics in the image. Can computer vision/Al help?

* Detect/track interesting objects?
* Photo capturing history?
e Emotion? Sound? Weather? Other hints/modalities?
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