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Logistics

WA 2 grades are posted. 

Project idea document is posted. Feel free to work on your own idea too. 
• The link is on the assignment page 

• Can work in groups of 2 

• Submit a one-page proposal describing what you want to work on by Oct. 26, 11:30 AM.
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Image Signal 
Processing 

(Signal reconstruction)

Where Are We

Optics 
(Gather light)

Image Sensing 
(Optical to electrical 

signal transformation)

Computer Vision 
(Semantics 

understanding)

Human Visual 
System 

(Eye, visual cortex)

Display 
(Generating lights)

Physical Scene 
(Objects, lights)

Modeling 
(Scene, optics)

Computer Graphics 
(Simulating light 

transport/lenses/etc.)

Video/Image 
De/Compression

Cloud/Storage
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The Roadmap
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Theoretical Preliminaries

Human Visual Systems

Color in Nature, Arts, Tech 
(a.k.a., the birth, life, and death of light)

Digital Camera Imaging

Modeling and Rendering

Applications

Optics in Camera

Image Sensor
Image Signal Processing

Image/Video Compression

Immersive Content



Image Signal Processing in Digital Cameras

While general stages are the same, the order may vary. The actual 
implementation in commercial cameras are mostly proprietary. 

Forward path gathers various statistics, which enable the “3A” algorithms, 
which control the lens, sensor, and the forward path in a feedback fashion.
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Image Signal Processing in Digital Cameras

Speed and low energy consumption are critical, so the entire pipeline usually 
is executed in a special processor, Image Signal Processor (ISP). 

ISP used to be fixed-function pipeline, but is becoming more programmable 
to flexibly support new computational photography algorithms.
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Image Signal Processing Hardware
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Qualcomm Snapdragon 865 
Systems-on-a-chip (SoC)

https://www.androidauthority.com/qualcomm-snapdragon-865-specs-1058483/

https://arstechnica.com/gadgets/2019/12/qualcomms-new-snapdragon-865-is-a-step-backwards-for-smartphone-design/

https://www.bhphotovideo.com/c/product/1549750-REG/samsung_sa_g980fdpnk_galaxy_s20_g980f_dual_sim.html

Samsung Galaxy S20

https://www.androidauthority.com/qualcomm-snapdragon-865-specs-1058483/
https://arstechnica.com/gadgets/2019/12/qualcomms-new-snapdragon-865-is-a-step-backwards-for-smartphone-design/
https://www.bhphotovideo.com/c/product/1549750-REG/samsung_sa_g980fdpnk_galaxy_s20_g980f_dual_sim.html


Image Signal Processing Hardware

�8https://www.servethehome.com/nvidia-jetson-agx-xavier-module-for-robotics-development/nvidia-jetson-agx-xavier-soc/
https://on-demand.gputechconf.com/gtc/2016/webinar/getting-started-jetpack-camera-api.pdf

Camera subsystem in Nvidia TX1 SoC

MIPI Camera Serial Interface, 
transferring data from the 

sensor to the SoC

2 ISPs processing 6 cameras 
simultaneously



ISP for Photography vs. for Machine Vision
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Image reconstruction algorithms designed to produce visually pleasing 
images for humans are not necessarily appropriate for computer vision tasks. 

Co-design/co-train the ISP algorithms with down-stream vision tasks. 

Rethink optics and sensor hardware design too.

Dirty Pixels: Towards End-to-End Image Processing and Perception, SIGGRAPH 2021
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Denoising

Sensor/sensing introduces various sources of noise. 

Post-processing stages impact (amplify) noise levels. 
• Since they manipulate noisy signals. 

Denoise as early as possible, and can denoise multiples times. 

The easiest way to denoise an image is to blur the image. 
• Always a trade-off between image details retained vs. noise removed. 

Spatial denoising vs. temporal denoising 
• Single-image denoising vs. video denoising
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https://skylum.com/luminar/noise-reduction

https://skylum.com/luminar/noise-reduction


https://skylum.com/luminar/noise-reduction

https://skylum.com/luminar/noise-reduction


Gaussian Filter

�14https://slideplayer.com/slide/2489074/

2D Gaussian distribution A sample 2D Gaussian kernel 
with mean [0, 0] and σ=1 

Original Image Gaussian-filtered Image

A Gaussian filter also averages neighboring pixels, but gives 
more weight to closer neighbors. It’s still a low-pass filter.

https://homepages.inf.ed.ac.uk/rbf/HIPR2/gsmooth.htm

https://slideplayer.com/slide/2489074/
https://homepages.inf.ed.ac.uk/rbf/HIPR2/gsmooth.htm


Issue with Simple Filtering

Issue: denoising using blurring works 
only when the scene is smooth (low 
spatial frequency). When scenes are not 
smooth (high frequency), i.e., with 
edges, blurring will destroy edges and 
the image looks less sharp. 

• Very similar to naive demosaic artifacts. 

Solution: don’t blur across the edge! 

�15https://slideplayer.com/slide/2489074/

Original Image Gaussian-filtered Image

Edges become less sharp after Gaussian filtering



Bilateral Filter: Edge-Preserving Denoising

Solution: don’t blur across the edge! 

What’s an edge? A simple but effective 
heuristic: pixel intensity or color 
difference!
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Original Image Gaussian-filtered Image

Edges become less sharp after Gaussian filtering

https://slideplayer.com/slide/2489074/



Bilateral Filter: Edge-Preserving Denoising

Idea: Use the product of two kernels as the filtering kernel 
• Weights in first kernel are dictated by pixel distance. Closer pixels have higher weights. 

• Weights in second kernel are dictated pixel color. Similar pixels have higher weights. 

Color difference usually calculated as pixel value difference. The original 
bilateral filtering paper [ICCV 98] uses perceptual difference.

�17Fast Bilateral Filtering for the Display of High-Dynamic-Range Images, SIGGRAPH 2002 Bilateral Filtering for Gray and Color Images (ICCV 1998)



Bilateral Filter: Edge-Preserving Denoising

�18https://cs.brown.edu/courses/cs129/labs/lab_bilateral/index.html

Noisy image Gaussian filtered image Bilateral filtered image
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Need For Demosaicing (Spatial Color Reconstruction)
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S ECT I O N 2 :  P ROC ESS

 

 Figure 7-2 The pattern of green, red and blue pixels in a raw image. The question marks represent unknown data needed for full color 
channel resolution. 

values from which to average or estimate? This is where 
interpolation and demosaicing become intertwined. Filling 
in all of the missing pieces is a complex and nuanced set of 
operations. 

Demosaicing Image Data 

A mosaic is a picture or pattern created by placing small 
color pieces or photographs close together. When viewed 
at the proper distance, the individual components blend 
together to reveal a unique image. When we take a pho-
tograph through a color filter array, the result is a mosaic 
comprised of either a red, green or blue pixel value at each 
sensor photosite location. The process of demosaicing a 
color-filtered raw image creates a red, green and blue pixel 
value at each location. Demosaicing uses color interpola-
tion algorithms to accomplish this task. These algorithms 
are mathematical approaches to calculating and predict-
ing pixel information. There is no single solution to the 
problem. Consequently, there is no singular, perfect inter-
polation algorithm to employ and computer scientists and 
image scientists continue to develop different approaches 
in an effort to improve results. Some algorithms actively 
look to preserve edge detail and look for other patterns in 
tone or color that may indicate content such as faces or 
fabric. 

Photographers don’t need to dive into the math of 
these algorithms, so we instead cover the key aspects of 
images that demosaicing and interpolation algorithms 
depend on. Also keep in mind that there are times when a 

color filter array is not used to capture an image, negating 
the need for demosaicing. For those wanting a deeper 
explanation of the mathematics and sampling theory 
involved, consider available texts such as Digital Image 
Compression Techniques (1991) by Majid Rabbani or Intro-
duction to Data Compression (1996) by Khalid Sayood. 

We are much more sensitive to changes in luminance 
(brightness) than we are to color. We are also more sen-
sitive to green than red or blue. This is a helpful starting 
point for a demosaicing strategy, so most algorithms start 
with the information recorded by the green-filtered photo-
sites known as the green channel in the image file. The data 
in this channel is analyzed for subject edges and brightness 
trends usually through the use of variance calculations. 
Variance is a measure of how different the data is within 
a small area around the missing pixel data. Depending on 
the results, the algorithm makes a decision on how to inter-
polate groups of pixels. A low degree of variance in either 
the horizontal or vertical direction indicates the presence 
of an edge. The unknown pixel information is calculated 
using only the vertical or horizontal surround pixels along 
that edge. If the variance calculations indicate a gradient, a 
combination of surrounding pixel values is used to interpo-
late the unknown pixels to closely approximate the likely 
values at these locations. 

Next up: the green channel information is combined 
with the red-filtered pixels to fill in the red channel. The 
reconstructed green channel is used to find edges and 
gradients in the image to make decisions to recreate the 
missing red pixels. The blue channel is typically left for last 
because our camera sensors lack sensitivity in this region 

160 

The Manual of Photography and Digital Imaging 10ed, Allen and Triantaphillidou



Need For Demosaicing (Spatial Color Reconstruction)

�21Selection of Optimal Spectral Sensitivity Functions for Color Filter Arrays, IEEE Transactions on Image Processing, 2010

∫ Φ(λ)R(λ) ∫ Φ(λ)G(λ)

∫ Φ(λ)B(λ)What we have

What we need 
to reconstruct

Bayer filter A bayer-filtered 
raw image Red channel Green channel Blue channel



Need For Demosaicing (Spatial Color Reconstruction)

Goal of demosacing: reconstruct the missing color values of each pixel as if 
the corresponding color filters were there. 

An artifact of using CFA for color sensing (spatial color sampling). Not 
needed in monochromatic sensors or in sensors that use three chips.
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∫ Φ(λ)R(λ) ∫ Φ(λ)G(λ)

∫ Φ(λ)B(λ)What we have

What we need 
to reconstruct

Selection of Optimal Spectral Sensitivity Functions for Color Filter Arrays, IEEE Transactions on Image Processing, 2010



Demosaicing Idea

Ideally: reconstruct the continuous signal first and then resample. 
• If scene is smooth (band-limited), reconstruction and sampling becomes interpolation. 

Intuitively: nearby pixels likely receive similar incident lights; missing pixel 
color can be interpolated from the same channel in nearby pixels. 

Reality: scene has high-frequency components so reconstruction will mostly 
be aliased. Anti-aliased demosaicing. 
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Demosaicing Using Spatial Correlation

Assumption: scene is smooth, 
i.e., low spatial frequency.

�24http://dmmd.net/main_wp/research/demosaicing/



Demosaicing Using Spatial Correlation

Assumption: scene is smooth, 
i.e., low spatial frequency.

Fails when the spatial frequency 
in the scene is high, i.e., local 
details are not smooth.

�24http://dmmd.net/main_wp/research/demosaicing/
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Demosaicing Using Spatial Correlation

Assumption: scene is smooth, 
i.e., low spatial frequency.

Fails when the spatial frequency 
in the scene is high, i.e., local 
details are not smooth.

Mitigation: detect edges, and 
then interpolate along the edges 
but not across the edges.  

�24http://dmmd.net/main_wp/research/demosaicing/
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The Need for Color Correction
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https://www.cs.rochester.edu/courses/572/colorvis/camcolor.html

Camera SSFs do not overlap with LMS sensitivities 
(or any other CMFs). Need to find a transformation, 

ideally linearly, to other color spaces.



The Goal

Calculate the transformation matrix 
that converts the raw RGB values of a 
color in the camera-internal space to 
the true tristimulus values of a known 
color space (e.g., XYZ). Minimize the 
conversion error. 

Correct colors for common materials 
seen in nature. MacBeth 
ColorChecker board is a common 
calibration target.

�27https://www.youtube.com/watch?v=Q7Fh54VZcgE https://en.wikipedia.org/wiki/ColorChecker

https://www.youtube.com/watch?v=Q7Fh54VZcgE
https://en.wikipedia.org/wiki/ColorChecker


Color Correction Procedure

1. Calculate the XYZ tristimulus values of all 
the patches under a known illuminant (e.g., 
D65). These will be our “ground truth” or 
“actual color.” The spectral reflectance of 
each patch in the checker (24 patches in 
this check board) is known. 

2. Take a picture of a Macbeth 
“ColorChecker” under the same illuminant.

�28

Raw RGB

True RGB
Color Conversion Matrices in Digital Cameras: a Tutorial, Andrew Rowlands
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Raw RGB
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Color Correction Procedure

3. Read the raw RGB values of each color 
patch generated by the camera. Those 
are the tristimulus values in the raw 
camera color space, and most likely 
don’t match the tristimulus values in the 
CIE XYZ space.
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Raw RGB

True RGB
Color Conversion Matrices in Digital Cameras: a Tutorial, Andrew Rowlands



Color Correction Procedure

4. Now calculate the transformation matrix. 
This is an overdetermined system (3x3 
variables but 24x3 equations). Formulate 
it as an optimization problem 

• usually in the form of linear least squares (LLS). 

• can use Euclidean distance as loss but CIELAB 
ΔE* is more common (and better)
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T00, T01, T02
T10, T11, T12
T20, T21, T22

×
R1 . . . R24
G1 . . . G24
B1 . . . B24

=
X1 . . . X24
Y1 . . . Y24
Z1 . . . Z24

Raw RGB

True RGB
Color Conversion Matrices in Digital Cameras: a Tutorial, Andrew Rowlands



Color Correction Procedure

5. Optimizations are not a perfect. Usually 
a non-linear step in the end (through 
look-up tables) brings the transformed 
color further closer to the actual color. 

6. The transformation matrix depends on 
the illuminant. Usually cameras supply a 
different matrix for a different illuminant 
and interpolate for new illuminants.
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Raw RGB

True RGB
Color Conversion Matrices in Digital Cameras: a Tutorial, Andrew Rowlands
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Color Reproduction vs. Noise

Color reproduction is concerned with: 
• how easy is it for demosaicing algorithm to recover the missing colors in pixels? 

• How easy is it for color correction to recover the tristimulus values of the light? 

SNR consideration: 
• how much noise is introduced in color reproduction? 

SSFs of CFA affect both the accuracy of color reproduction and noise 
reduction of the sensor. 

• Trade-offs need to be carefully evaluated.
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For Demosaicing

When the SSFs overlap, the three channels are highly correlated, and one 
channel’s information can be used to infer other channels in demosacing. 

• Constant color difference heuristic: R/G (B/G) ratio is smooth across pixels. Usually G is 
first interpolated spatially, and then R (B) is interpolated from R/G (B/G). 

SSFs that are too wide are bad too. In the extreme case, the SSFs completely 
overlap: the three channel values are the same for any pixel. 

• “Perfect” demosaicing! But… 

• The camera is “color blind” — can detect only light intensity but not color.

�35Selection of Optimal Spectral Sensitivity Functions for Color Filter Arrays, IEEE Transactions on Image Processing, 2010



For Color Correction

First design: SSFs are narrower and have little overlap. 
• Slight difference in light SPD might not be captured, making color correction harder. 

• Extreme case: the three SSFs are delta functions, then two lights having the same power 
at the three detected wavelengths but differing widely elsewhere will have the same raw 
RGB values — color correction is impossible. 

Second design: wider SSFs that overlap significantly. 
• RGB values of the two lights are different in all three channels. Easier to correct color. 

• Too wide is bad too, since raw RGB values will be too similar. The color correction matrix 
will have very large coefficients (amplify noise).
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Impact of Color Correction on Noise
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SNRR =
μR

σR

SR = a00 × R + a01 × G + a02 × B

μSR = a00 × μR + a01 × μG + a02 × μB

σ2
SR = a2

00 × σ2
R + a2

01 × σ2
G + a2

02 × σ2
B

SNRSR =
μSR

σSR
=

a00 × μR + a01 × μG + a02 × μB

a2
00 × σ2

R + a2
01 × σ2

G + a2
02 × σ2

B

≈
(a00 + a01 + a02) × μR

a2
00 + a2

01 + a2
02 × σR

Assuming same mean and 
noise characteristics across 

the three channels

Raw RGB values
Linear sRGB values

If < 1, SNR is worse

Chapter 5.4, Image Processing for Embedded Devices: From CFA Data to Image/Video Coding

[
SR
SG
SB] =

a00, a01, a02
a10, a11, a12
a20, a21, a22

× [
R
G
B]



Two Color Filters
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Image Sensors and Signal Processing for Digital Still Cameras

 

Without an on-chip microlens, it is defined by the aperture area not covered with a
light shield in typical IT and FIT CCDs. In IT and FIT CCDs, the portion of the
pixel covered with the light shield includes the area that holds a transfer gate, a
channel stop region that isolates pixels, and a V-CCD shift register. The FF of an
FT CCD is determined by the nonphotosensitive channel-stop region separating the
V-CCD transfer channels and the CCD gate clocking. 

In active-pixel CMOS image sensors, at least three transistors (a reset transistor,
a source follower transistor, and a row select transistor) are needed and are covered
by a light shield. If more transistors are used, the FF degrades accordingly. The area
required for them depends on the design rules (feature sizes) of the process tech-
nology used. 

The microlens condenses light onto the photodiode and effectively increases the
FF. The microlens plays a very important role in improving light sensitivity on CCD
and CMOS image sensors.
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An image sensor is basically a monochrome sensor responding to light energies that
are within its sensitive wavelength range. Thus, a method for separating colors must
be implemented in an image sensor to reproduce an image of a color scene. For
consumer DSC applications, an on-chip color filter array (CFA) built above the
photodiode array provides a cost-effective solution for separating color information
and meeting the small size requirements of DSCs.

 

*

 

 Figure 3.10 shows two types of
color filter arrays and their spectral transmittances.

 

FIGURE 3.10

 

Color filter arrangement and spectral transmittance: (a) Bayer primary color
filter pattern and its responses; (b) CMY complementary color filter pattern and its responses.

 

*

 

In some high-end video cameras, three (sometimes four) separate image sensors are used. They are
attached on a dichroic prism with each image sensor detecting a primary color. This configuration is
usually used for high-end video applications. 

0

0.5

1

400 500 600 700

Wavelength  (nm)

esnopse
R evitale

R

Wavelength  (nm)

esnopse
R ev ita le

R

B G

R

(a)

0

0.5

1

400 500 600 700

Cy

Mg

Ye

G

(b)

G R G R

G R G R

B G B G

B G B G

Mg G Mg G

Mg G Mg G

Cy Ye Cy Ye

Cy Ye Cy Ye

 

DK545X_C003.fm  Page 62  Tuesday, July 5, 2005  11:49 AM

Copyright © 2006 Taylor & Francis Group, LLC

Image Sensor and Signal Processing for Digital Still Cameras. Junichi Nakamura

The nice thing about wider SSFs: they 
allow in more lights, which helps SNR



Real Spectral Sensitivity Functions

�39What is the Space of Spectral Sensitivity Functions for Digital Color Cameras? WACV 2013http://www.strollswithmydog.com/color-from-capture-to-eye/

SSFs of 28 real cameras (DSLR, point-and-
shoot, industrial and mobile cameras).

Average SSF vs. LMS cone 
response functions.

Actual camera SSFs resemble CMFs, but they are less overlapped, 
presumably to improve SNR in the color correction process.


