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Virtual Reality 

immersive display; everything you 
see is emitted from the display.

https://fortune.com/2016/11/15/virtual-reality-gaming-entertainment-tech/

https://fortune.com/2016/11/15/virtual-reality-gaming-entertainment-tech/


�4https://wccftech.com/oculus-quest-2-leaked-almost-4k-resolution-snapdragon-xr-2-6gb-ram/

Oculus Quest



�5https://uploadvr.com/rift-s-hardware-review/

Oculus Rift S

https://www.youtube.com/watch?v=-1izYqKyJ80
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Samsung Gear VR

https://www.cnet.com/reviews/samsung-gear-vr-2015-review/

Google Cardboard

https://www.youtube.com/watch?v=4VdQr4T5wN8
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Medical Training

https://archvirtual.com/medical/



�8https://spatial.io/

Tele-conferencing
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VR Hardware



The Most Important Piece: Lenses
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Why do we have to have 
lenses? Can’t we just 

put a display directly in 
front of eyes?

https://movietvtechgeeks.com/quickie-virtual-reality-101-will-affect/



The Most Important Piece: Lenses

�11https://www.amazon.com/Google-87002823-01-Official-Cardboard-Brown/dp/B01MQ5J5J4https://www.roadtovr.com/sensics-ceo-yuval-boger-dual-element-optics-osvr-hdk-vr-headset/

Also called “eye piece”



Thought Experiment

�12

Viewing distance: ~12 inches

Field of view: ~25°
cleanpng.com

5.53 inches (iPhone 11)

Field of view: ~160°

Viewing distance: ~0.53 inches

Ideally: combine the best of both worlds: 
• Large field of view for immersive experience 

• Longer viewing distance for eyes to focus

https://www.dimensions.com/element/apple-iphone-11

http://cleanpng.com


Lens in Virtual Reality Display
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VR Lens

Physical display

Virtual display

This is how far you think the object is 
(e.g., 1.4 m in Oculus Rift DK2)

Eye lens

Eye relief



What Do Lenses Do?

�14https://www.tomshardware.com/news/virtual-reality-lens-basics-vr,36182.html

Display

1: create a wide field of view. 

2: place the display far away from 
your eyes.



What Do Lenses Do?
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Display

1: create a wide field of view. 

2: place the display far away from 
your eyes. 

• …although the actual display is 
necessarily very close to your eyes. 

• Your eye lenses don’t have enough 
power to focus that close: ~8 cm for 
teenagers and ~50 cm for elderlies.

https://www.tomshardware.com/news/virtual-reality-lens-basics-vr,36182.html

Oculus Rift DK1, 
virtual display is ∞
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VR Rendering



First, mind the difference between VR and 360° videos, which sometimes are 
called VR videos. We discussed the latter in earlier lectures. 

• Creating and rendering VR videos are light-field imaging/rendering in disguise. 

Otherwise, rendering for VR is fundamentally no different from conventional 
rendering (for smartphones, computer displays, etc.) 

But a few key differences exist: 
• Need to track motion (rotation and/or translation) 

• Need to render a stereo pair (vergence-accommodation conflict) 

• Need to fix lens distortion 

• Need to be aware of the low compute power (foveated rendering, eye tracking)

VR Rendering Overview
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Grossly Simplified, Not-to-Scale End-to-End Pipeline
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Motion

Motion Tracking 
(3 DoF or 6 DOF)

Rendering (stereo, 
lens distortion 

correction, etc.)

Update (data 
transfer, etc.)

Electrons 
to photons

Display
Motion to Photon Latency: < 20 ms (ideally < 7 ms)

https://xinreality.com/wiki/Motion-to-photon_latency

Motion 1 Photon 1

Motion 2

Motion 3

Photon 2

Photon 2

20 ms

20 ms

100 ms

100 ms

100 ms

Note that pipelining improves 
throughput but doesn’t help reducing 

the motion to photon latency!
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VR Rendering 
• Tracking



Recall: motion = translation + rotation

Motion Tracking
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Rotation has 3 Degrees of Freedom, Not 6!
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3 DoF vs. 6 DoF

�22
https://www.veative.com/blog/degrees-of-freedom-3dof-vs-6dof/https://www.reddit.com/r/oculus/comments/8jerjj/3dof_vs_6dof_hmds/



How to Track?

�23

Can a sensor directly provide the 6 unknowns? 
• Inertial Measurement Unit (IMU): gyroscope + accelerometer 

If not (or sensor data only is unreliable), resort to compute vision techniques, 
essentially an optimization problem. 

• Inside-out tracking 

• Outside-in tracking 

Usually combine IMU sensor + computational techniques 

Or, cheat using teleportation!



Gyroscope and Accelerometer
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Provides angular velocity

https://lastminuteengineers.com/adxl335-accelerometer-arduino-tutorial/

Provides translational acceleration

https://en.wikipedia.org/wiki/Gyroscope

Change of capacitance is 
proportional to acceleration

Given the sampling rate of the sensor and the reading per sample, integrate 
to get the rotation and translation.



Computational Techniques for Tracking
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[x, y, z, 1]  x[ [
=  [x’, y’, z’, 1]

𝜟x 𝜟y 𝜟z

0 

0 

0 

1

A 3x3 matrix 
parameterized 

by 𝛉, 𝝋, 𝜓

Ideally: solve the system of equations (6 unknowns: 𝛉, 𝝋, 𝜓, 𝜟x, 𝜟y, 𝜟z). 
• Recall photogrammetry and SLAM in earlier lectures. 

• Find the before/after coordinates of 6 points. Assuming rigid objects. 

• In reality: find many points (over-determined) and minimize a loss. 

• Either way, key is to find corresponding points in different camera captures.



Outside-In vs. Inside-Out Tracking

�26https://delight-vr.com/xr-glossary/

Outside-in: cameras are outside, 
matching points are on the user.

Inside-out: cameras are on the user; 
matching points are in the scene.
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Rift DK2: Outside-In Tracking Using IR Lights

https://www.youtube.com/watch?v=pjdaozuoxSE

40 IR LEDs provide 60 equations. 
The fixed pattern makes it easier 

to find correspondences 
between camera captures.

https://www.ifixit.com/News/6625/oculus-rift-dk2
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Inside-Out Tracking

https://www.reddit.com/r/oculus/comments/b4yc9v/insideout_tracking_camera_positions_windows_mr_vs/

Valve Room, 2014. Use markers to 
simplify corresponding matching.

PC Perspective



�29https://www.engadget.com/2016-10-07-why-teleportation-makes-sense-in-virtual-reality.html

VR Teleportation
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VR Rendering 
• Tracking 

• Stereo rendering (vergence-
accommodation conflict)



Stereopsis: Depth Perception from Stereo
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Stereopsis: Depth Perception from Stereo
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Object depth is inversely proportional to the 
disparity on the images. 

• This logic is “hard-wired” in your brain (evolution). 

• If the disparity of an object is smaller than that of what you 
currently focus on, you know it’s farther away; vice versa. 

VR rendering ideally should render a stereo pair with 
the correct pixel disparities to provide the correct 
sense of depth. 

• If not you will still get some sense of depth but weaker 
(other depth cues: occlusion, size, blur, etc.)

Large 
disparity

Small 
disparity



Stereo Rendering

�33https://www.roadtovr.com/oculus-new-stereo-shading-reprojection-brings-big-performance-gains-certain-vr-scenes/

Large 
disparity

Small 
disparity

The stereo disparity 
drives the vergence 
state of the eyes.



Vergence

Rotating eye balls so that images are formed on the fovea (highest acuity).

�34http://doc-ok.org/?p=1602

Fovea Fovea



Vergence itself isn’t enough. The 
object on the fovea might be 
blurred because it’s out-of-focus. 

Change eye len’s convexity 
(refractive power) so that the object 
on the fovea is sharp. 

• Controlled by ciliary muscle inside eye. 

Retinal (foveal) blur drives 
accommodation.

Accommodation

�35https://www.researchgate.net/figure/Figure-The-process-of-accommodation-When-the-eye-is-focused-at-a-distance-the-zonular_fig2_338802872https://en.wikipedia.org/wiki/Accommodation_reflex



Vergence and Accommodation are Coupled
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Focus on far objects: 
• Diverge 

• Relax lenses 

Focus on near objects: 
• Converge 

• Contract lenses 

It’s a reflex action 
(accommodation-
convergence reflex)

Gordon Wetzstein



Vergence and Accommodation are Coupled
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Object distance dictates: 
• the stereo disparity, which drives the vergence 

state 𝛉. 

• the retinal blur, which drives the accommodate 
state R. 

• 𝛉 and R are correlated. 

Distance decreases (increases): 
• 𝛉 increases (decreases) 

• R increases (decreases)

𝛉

Curvature R



Problem with VR: Vergence-Accommodation Conflict
Virtual objects at difference distances are 
emitted from the same fixed distance! 

• The physical display and the lenses don’t move. 

• The accommodation distance (e.g., 1.4 m in 
Oculus Rift DK2) if fixed. 

• So the accommodate state won’t change as you 
focus on different objects at different depths. 

But the stereo disparities of different 
objects do change with the depths. 

• Stereo rendering generates correct disparities 

• So your vergence state does change.

�38

Dictated by the 
stereo disparity

Dictated by distance 
of the virtual display

Stereoscopy and the Human Visual System, 2012

Virtual 
Object



Problem with VR: Vergence-Accommodation Conflict

• Given the rendered stereo disparity of an object you want to focus on, you 
eyes will settle for a vergence state, 𝛉. 

• Your brain will try to impose the accommodate state R coupled with 𝛉. 

• But that R won’t focus on the virtual object. The object is now actually 
blurred. Fighting the VAC creates discomfort and fatigue. 

• Given enough time, your brain will learn to decouple vergence with 
accommodation, but when going back to the real world, you get the 
discomfort again.

�39



Two Cases
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Vergence

Accommodation

Accommodation Distance > Vergence Distance. 
Looking at object close up. More severe.

Vergence Distance > Accommodation Distance. VAC 
less of an issue, because accommodation cue is less 

important for farther objects.

Stereoscopy and the Human Visual System, 2012Toward a Characterization of Perceptual Biases in Mixed Reality : A Study of Factors Inducing Distance Misperception, 2020

Virtual 
Object

Virtual 
Object



Light-Field Display

�41Near-Eye Light Field Displays, SIGGRAPH Asia 2013

Figure 7: Constructing a near-eye light field HMD. (Left) A custom head-mounted enclosure, comprising the plastic parts shown on the left,
was fabricated to hold the Sony HMZ-T1 driver electronics and our modified eyepieces, shown on the right. (Middle) Each modified eyepiece
contains a Fresnel Technologies #630 microlens array, mounted in front of a Sony ECX332A OLED microdisplay. (Right) A user wearing the
assembled HMD. (See Appendix A of the supplementary material for an extended discussion of the prototype construction.)

The first term corresponds to the depth of field for a thin lens [Good-
man 2004], whereas the second term specifies that the blur cannot
be less than the pixel pitch p, projected into the plane at d0o.

The depth of field characterizes the maximum spatial resolution N 0
p

for a virtual image plane located a distance d0o from the eye. Similar
to Equations 4 and 8, this expression is given by dividing the appar-
ent virtual image extent by the width of the circle of confusion:

N 0
p =

�
2d0o tan(↵/2)

c0o

⌫
, (13)

where the field of view ↵ is given by Equation 7. As plotted on the
right of Figure 6, the extent of the “high-resolution” portion of the
depth of field (i.e., the range of distances d0o for which Equations 8
and 13 are approximately equal for {do, d0o} � de) increases as
the lens focal length decreases; for this example, the depth of field
supports the four-diopter accommodation range for an average 40-
year-old individual (i.e., d0o�25 cm) [Wandell 1995].

Most existing stereoscopic displays suffer from accommodation-
convergence conflict (see Section 2.3). In this regard, binocular
near-eye light field displays have a key advantage: they present ac-
curate binocular disparity and a light field that, under human ac-
commodation, results in near-correct retinal blur. Consider the eye
as a simplified camera, comprising a thin lens with an aperture
(pupil) diameter a, focused at a distance da. A planar object located
at a distance d0o will appear to be blurred by a circle of confusion of
width ca given by

ca =

✓
|da � d0o|

da

◆
a. (14)

To emulate retinal blur, a near-eye light field display must approxi-
mate this degree of defocus for objects within the depth of field.

We reiterate that each lens synthesizes an off-axis perspective pro-
jection of the scene (see Figure 1). These projections superimpose
on the retina, shifted by an amount determined by the object dis-
tance d0o and the accommodation distance da. The minimum num-
ber of overlapping views Nv is given by dividing the circle of con-
fusion, evaluated in the lens array plane, by the lens width:

Nv =

�
ca
wl

⌫
=

�✓
|da � de|

da

◆✓
a
wl

◆⌫
, for d0o=de. (15)

As shown in Figure 10, the perceived retinal blur behaves simi-
larly to that observed with refocused images produced by light field
cameras [Ng et al. 2005]; the approximation becomes more accu-
rate as the number of views Nv increases. Consider the limit as
{do, da}!1 (i.e., {do, da}�de). Equation 15 takes the form:

lim
{do,da}!1

Nv =

�✓
de
f

◆✓
a
we

◆⌫
, for wl

dews

de + f
and dl=f, (16)

where Equations 6 and 9 give we = (de/f)wl for do !1. This
expression reveals the inverse relationship between spatial resolu-
tion and retinal blur fidelity: the number of overlapping views
Nv , approximating retinal blur, is proportional to the ratio of
eye relief de to the lens focal length f . In conclusion, magnifier
arrays enable thin form factors, by employing shorter focal length
lens than allowed with simple magnifiers; yet, HMD designers, as
with light field camera engineers, must balance the trade-off be-
tween spatial resolution and retinal blur fidelity—a trade-off that is
increasingly acceptable if microdisplay pixels continue to shrink.

4 Implementation

4.1 Hardware Implementation

LVT-based Film Prototype: Two near-eye light field displays
were implemented: a static film-based prototype and a dynamic
OLED-based prototype. As shown in Figure 8 and further described
in the supplementary material, a light valve technology (LVT) film
recorder was used to develop 3.75⇥3.75 cm color transparencies
at 120 pixels per mm (ppmm). The transparencies were backlit to
emulate high-resolution microdisplays. The magnifier array com-
prised a Fresnel Technologies #630 rectangular plano-convex mi-
crolens sheet, with lens focal length f = 3.3 mm and lens width
wl = 1.0 mm. The microlenses were oriented with the planar sur-
face facing the viewer. The separation between the microlens ar-
ray and the transparency was manually adjusted to form a virtual
image at a distance do ⇡ 1.0 m (as assessed by a focused cam-
era). For an eye relief de = 2.5 cm, the equations in Section 3
provide the following estimates of design parameters: spatial reso-
lution Np=534⇥534 pixels, field of view ↵=67⇥67 degrees, and
eye box width we =7.6⇥7.6 mm. The depth of field extends over
the interval 23.2 d0o <1 cm. For a 4 mm pupil, the retinal blur
is approximated by Nv=4⇥4 views, following Equation 15.

OLED-based HMD Prototype: As shown in Figures 1 and 7,
a binocular OLED-based prototype was constructed using com-
ponents from a Sony HMZ-T1 personal media viewer. The case
and magnifying eyepieces were removed, exposing a pair of Sony
ECX322A microdisplays connected by ribbon cables to a driver
board and a push button controller. Each 15.36⇥8.64 mm mi-
crodisplay has 1280⇥720 24-bit color pixels (i.e., 83.3 ppmm).
Replicating the LVT-based prototype, Fresnel Technologies #630
microlenses were cut and mounted in front of each microdisplay.
As shown in Figure 7, a custom head-mount was fabricated using a
Dimension 1200es 3D printer. (See Appendix A of the supplemen-
tary material for an extended description of the HMD construction.)

The equations in Section 3 provide the following estimates of
design parameters for each modified eyepiece: spatial resolution

Microlens Arrays 
(with the stand-offs)

OLEDs



Light-Field Display
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Np = 146⇥78 pixels, field of view ↵ = 29.2⇥16.0 degrees, and
eye box width we =7.6⇥7.6 mm. The depth of field extends over
30.6  d0o < 1 cm. We emphasize that the OLED- and LVT-
based prototypes depict retinal blur with an identical number of
views (e.g., Nv = 4⇥4 views for a 4 mm pupil), since they em-
ploy the same microlens array. Unlike integral imaging displays
viewed at a distance, near-eye conditions interchange conventional
spatio-angular resolution trade-offs: increasing lens width wl (thus
increasing lens focal length f to maintain eye box width we) in-
creases spatial resolution Np, but decreases views approximating
retinal blur Nv , by application of Equations 11 and 16.

The prototype weighs 109 g. In comparison, the HMZ-T1 weighs
420 g. Components contribute as follows: enclosure (65.1 g),
driver board and pushbutton controller (16.5 g), and microdisplays
(11.8 g each). Each prototype eyepiece is 1.0 cm thick and weighs
16.9 g, with the microlenses contributing only 1.0 g (see Figure 9).
In comparison, the HMZ-T1 eyepiece is 3.8 cm thick and weighs
69.4 g. As demonstrated, our design opens the door to significant
reductions in HMD weight and form factor: with waist-mounted
electronics, only 33.8 g (i.e., a pair of modified eyepieces) must be
head-mounted; as illustrated in Figure 1, such a design begins to
reflect the form of sunglasses, rather than conventional HMDs.

4.2 Software Implementation

Light Field Ray Tracing: The software implementation addresses
two challenges: real-time, stereoscopic light field rendering and ro-
bust calibration and correction of mechanical alignment errors and
optical aberrations. The LVT- and OLED-based prototypes contain
magnifier arrays with 35⇥35 and 14⇥8 lenses, respectively. A di-
rect extension of rasterization would require rendering one projec-
tion of the 3D scene for each lens, although only for pixels spanning
the corresponding elemental image. As an alternative, we modified
the NVIDIA OptiX GPU-accelerated ray tracing engine [Parker
et al. 2010] to support quad buffering in OpenGL—providing the
HDMI 1.4a frame-packed 3D format required by the HMZ-T1. As
shown in the supplementary video, frame rates for sample scenes
varied from 15–70 Hz using a 3.2 GHz Intel Core i7 workstation
with 8 GB of RAM and an NVIDIA Quadro K5000 graphics card.

Supporting Stereoscopic Content: To implement a complete dis-
play system, a “backward compatibility” option is required to sup-
port existing stereoscopic sources, including movies and video
games. We propose the following solution: emulating the appear-
ance of a conventional, planar autostereoscopic display (see Fig-
ure 12). For our OpenGL-based implementation, each view is ren-
dered to a texture attached to a frame buffer object (FBO). Follow-
ing Appendices B and C of the supplementary material, a custom
GLSL fragment shader generates elemental images by sampling
each view texture, as mapped onto the virtual display plane. As
shown in the supplementary “case study” video, this shader allowed
Doom 3 BFG Edition to be adapted for the HMD prototype.

Calibration Software: During assembly, horizontal and vertical
stripes are displayed on the OLEDs. The microlens array is ro-
tated such that the stripes appear aligned to the microdisplay pixel
grid. In practice, this procedure achieves accurate rotational align-
ment, but the lateral displacement must be corrected by translating
the rendered images. Similarly, the manufactured focal length and
lenslet width may differ from specifications; both of which are man-
ually tuned using test images. Similar to Pamplona et al. [2012],
spherical aberrations can be corrected, independently for each eye,
by scaling the depth of the rendered scene. Viewers with mini-
mal astigmatism report that, after calibration, the prototype can be
viewed comfortably without eyeglasses. These alignment and cor-
rection tasks reduce to defining the design parameters in a config-
uration file. A simple calibration routine, presenting a set of test

Figure 8: The LVT-based prototype. (Left) The interlaced set of el-
emental images required to depict a set of license plates separated
by 1.0 m from the viewer. (Zoom in to see the detailed microstruc-
ture.) (Right) A microlens array is placed over the right half of
the developed LVT film. A sharp image is perceived, when viewed
through the microlenses, whereas the bare LVT appears defocused.
License plates source image courtesy Flickr user “woody1778a”.

Figure 9: The OLED-based prototype. (Top) A modified eyepiece
and a Sony HMZ-T1 eyepiece are compared on the right and left;
the ruler illustrates thicknesses of 1.0 cm and 3.8 cm, respectively.
The microlens array (length shaded blue) is significantly thinner
than the OLED enclosure (shaded green) and the HMZ-T1 mag-
nifying optics (shaded red). (Bottom) A stereoscopic pair of pho-
tographs of the binocular HMD prototype. The left-eye and right-
eye images are interchanged to facilitate cross-fused stereo viewing.

images including a Snellen chart, allows the user to interactively
adjust these parameters. As described in Section 3.1, the user may
also tune the interpupillary distance (IPD), by translating the dis-
played imagery, mitigating the need for mechanical adjustment.

5 Discussion

5.1 Assessment

The performance of the prototypes is illustrated by close-up pho-
tographs in Figures 1 and 8–10 and in the supplementary videos.
All imagery was captured using a 1600⇥1200 Point Grey Flea3
camera with a Fujinon 2.8–8 mm varifocal lens supporting a mini-
mum f-number of 1.2 (selected to approximate the human eye).

A central benefit of near-eye light fields displays is to support
approximate retinal defocus blur, consistent with convergence of
the eyes. A stereoscopic pair is shown in Figure 9, demonstrat-
ing the perception of a user wearing the device close to his face,
as in Figure 1. The accuracy of retinal imagery is visually as-
sessed in Figure 10. Figure 11 uses the simulation in Figure 10
to quantify the peak signal-to-noise ratio (PSNR) of the retinal im-

Np = 146⇥78 pixels, field of view ↵ = 29.2⇥16.0 degrees, and
eye box width we =7.6⇥7.6 mm. The depth of field extends over
30.6  d0o < 1 cm. We emphasize that the OLED- and LVT-
based prototypes depict retinal blur with an identical number of
views (e.g., Nv = 4⇥4 views for a 4 mm pupil), since they em-
ploy the same microlens array. Unlike integral imaging displays
viewed at a distance, near-eye conditions interchange conventional
spatio-angular resolution trade-offs: increasing lens width wl (thus
increasing lens focal length f to maintain eye box width we) in-
creases spatial resolution Np, but decreases views approximating
retinal blur Nv , by application of Equations 11 and 16.

The prototype weighs 109 g. In comparison, the HMZ-T1 weighs
420 g. Components contribute as follows: enclosure (65.1 g),
driver board and pushbutton controller (16.5 g), and microdisplays
(11.8 g each). Each prototype eyepiece is 1.0 cm thick and weighs
16.9 g, with the microlenses contributing only 1.0 g (see Figure 9).
In comparison, the HMZ-T1 eyepiece is 3.8 cm thick and weighs
69.4 g. As demonstrated, our design opens the door to significant
reductions in HMD weight and form factor: with waist-mounted
electronics, only 33.8 g (i.e., a pair of modified eyepieces) must be
head-mounted; as illustrated in Figure 1, such a design begins to
reflect the form of sunglasses, rather than conventional HMDs.

4.2 Software Implementation

Light Field Ray Tracing: The software implementation addresses
two challenges: real-time, stereoscopic light field rendering and ro-
bust calibration and correction of mechanical alignment errors and
optical aberrations. The LVT- and OLED-based prototypes contain
magnifier arrays with 35⇥35 and 14⇥8 lenses, respectively. A di-
rect extension of rasterization would require rendering one projec-
tion of the 3D scene for each lens, although only for pixels spanning
the corresponding elemental image. As an alternative, we modified
the NVIDIA OptiX GPU-accelerated ray tracing engine [Parker
et al. 2010] to support quad buffering in OpenGL—providing the
HDMI 1.4a frame-packed 3D format required by the HMZ-T1. As
shown in the supplementary video, frame rates for sample scenes
varied from 15–70 Hz using a 3.2 GHz Intel Core i7 workstation
with 8 GB of RAM and an NVIDIA Quadro K5000 graphics card.

Supporting Stereoscopic Content: To implement a complete dis-
play system, a “backward compatibility” option is required to sup-
port existing stereoscopic sources, including movies and video
games. We propose the following solution: emulating the appear-
ance of a conventional, planar autostereoscopic display (see Fig-
ure 12). For our OpenGL-based implementation, each view is ren-
dered to a texture attached to a frame buffer object (FBO). Follow-
ing Appendices B and C of the supplementary material, a custom
GLSL fragment shader generates elemental images by sampling
each view texture, as mapped onto the virtual display plane. As
shown in the supplementary “case study” video, this shader allowed
Doom 3 BFG Edition to be adapted for the HMD prototype.

Calibration Software: During assembly, horizontal and vertical
stripes are displayed on the OLEDs. The microlens array is ro-
tated such that the stripes appear aligned to the microdisplay pixel
grid. In practice, this procedure achieves accurate rotational align-
ment, but the lateral displacement must be corrected by translating
the rendered images. Similarly, the manufactured focal length and
lenslet width may differ from specifications; both of which are man-
ually tuned using test images. Similar to Pamplona et al. [2012],
spherical aberrations can be corrected, independently for each eye,
by scaling the depth of the rendered scene. Viewers with mini-
mal astigmatism report that, after calibration, the prototype can be
viewed comfortably without eyeglasses. These alignment and cor-
rection tasks reduce to defining the design parameters in a config-
uration file. A simple calibration routine, presenting a set of test

Figure 8: The LVT-based prototype. (Left) The interlaced set of el-
emental images required to depict a set of license plates separated
by 1.0 m from the viewer. (Zoom in to see the detailed microstruc-
ture.) (Right) A microlens array is placed over the right half of
the developed LVT film. A sharp image is perceived, when viewed
through the microlenses, whereas the bare LVT appears defocused.
License plates source image courtesy Flickr user “woody1778a”.

Figure 9: The OLED-based prototype. (Top) A modified eyepiece
and a Sony HMZ-T1 eyepiece are compared on the right and left;
the ruler illustrates thicknesses of 1.0 cm and 3.8 cm, respectively.
The microlens array (length shaded blue) is significantly thinner
than the OLED enclosure (shaded green) and the HMZ-T1 mag-
nifying optics (shaded red). (Bottom) A stereoscopic pair of pho-
tographs of the binocular HMD prototype. The left-eye and right-
eye images are interchanged to facilitate cross-fused stereo viewing.

images including a Snellen chart, allows the user to interactively
adjust these parameters. As described in Section 3.1, the user may
also tune the interpupillary distance (IPD), by translating the dis-
played imagery, mitigating the need for mechanical adjustment.

5 Discussion

5.1 Assessment

The performance of the prototypes is illustrated by close-up pho-
tographs in Figures 1 and 8–10 and in the supplementary videos.
All imagery was captured using a 1600⇥1200 Point Grey Flea3
camera with a Fujinon 2.8–8 mm varifocal lens supporting a mini-
mum f-number of 1.2 (selected to approximate the human eye).

A central benefit of near-eye light fields displays is to support
approximate retinal defocus blur, consistent with convergence of
the eyes. A stereoscopic pair is shown in Figure 9, demonstrat-
ing the perception of a user wearing the device close to his face,
as in Figure 1. The accuracy of retinal imagery is visually as-
sessed in Figure 10. Figure 11 uses the simulation in Figure 10
to quantify the peak signal-to-noise ratio (PSNR) of the retinal im-

Near-Eye Light Field Displays, SIGGRAPH Asia 2013
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DeepFocus: Learned Image Synthesis for Computational Displays
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Fig. 1. DeepFocus is a unified rendering and optimization framework, based on convolutional neural networks, that enables real-time operation of
accommodation-supporting head-mounted displays. (Top row) For varifocal displays, DeepFocus produces physically plausible defocus blur from a single
RGB-D input, as shown in the simulated retinal images on the right. (Middle row) For multifocal displays, the network outputs a multilayer decomposition
from a single RGB-D input. (Bo�om row) For light field displays, DeepFocus generates dense multiview imagery from a sparse set of RGB-D images.

Addressing vergence-accommodation con�ict in head-mounted displays
(HMDs) requires resolving two interrelated problems. First, the hardware
must support viewing sharp imagery over the full accommodation range of
the user. Second, HMDs should accurately reproduce retinal defocus blur to
correctly drive accommodation. A multitude of accommodation-supporting
HMDs have been proposed, with three architectures receiving particular
attention: varifocal, multifocal, and light �eld displays. These designs all
extend depth of focus, but rely on computationally expensive rendering
and optimization algorithms to reproduce accurate defocus blur (often lim-
iting content complexity and interactive applications). To date, no uni�ed
framework has been proposed to support driving these emerging HMDs
using commodity content. In this paper, we introduce DeepFocus, a generic,
end-to-end convolutional neural network designed to e�ciently solve the
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full range of computational tasks for accommodation-supporting HMDs.
This network is demonstrated to accurately synthesize defocus blur, focal
stacks, multilayer decompositions, and multiview imagery using only com-
monly available RGB-D images, enabling real-time, near-correct depictions
of retinal blur with a broad set of accommodation-supporting HMDs.

CCS Concepts: • Computing methodologies → Virtual reality; Mixed /
augmented reality; Neural networks;

Additional Key Words and Phrases: computational displays, deep learning,
depth of �eld, varifocal, multifocal, light �elds, accommodation
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Lanman. 2018. DeepFocus: Learned Image Synthesis for Computational
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1 INTRODUCTION
Computational displays are aimed at bridging the gap between
synthesized images and physical reality through the joint design of
optics and rendering algorithms, as informed by our ever-expanding
knowledge of the human visual system [Masia et al. 2013]. Today’s
head-mounted displays (HMDs) present a means to more closely
approach this goal than prior direct-view displays, depicting accu-
rate perspective, shading, binocular, and motion parallax depth cues.

ACM Trans. Graph., Vol. 37, No. 6, Article 200. Publication date: November 2018.
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Goal: Reproducing 4D Light Field from a 2D Display

�44Systematic characterization and optimization of 3D light field displays, Optic Express 2017

These are lights we ideally want to 
generate, but we have only a 2D display!

If only we could put three 
display pixels at these places!
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Goal: Reproducing 4D Light Field from a 2D Display

�45

As long as each display 
pixel emits lights in the 
desired direction, we can 
reproduce the lightfield. 

But each pixel emits lights 
to the hemisphere. How can 
we control the direction of 
each pixel? 

Systematic characterization and optimization of 3D light field displays, Optic Express 2017
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Generating Light Field Using Pinhole Array
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Put a pinhole array in front 
of the display! 

Systematic characterization and optimization of 3D light field displays, Optic Express 2017



Generating Light Field Using Pinhole Array

�47Systematic characterization and optimization of 3D light field displays, Advances in Optics and Photonics, 2018

Put a pinhole array in front 
of the display! 

Two steps: 
• Record the light field. 

• Reproduce the light field. 

Both can be done using the 
pinhole array.



Step 1: Recording Light Field Using Pinhole Array
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Step 1: Recording Light Field Using Pinhole Array
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These “elemental images” are 
essentially photos of the 
scene taken at different 

perspectives. Note how these 
elemental images are not 

exactly the same.



Step 2: Reproducing Light Field Using Pinhole Array
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Is this the correct reproduction?

c
c
c
c

c
c
c
c
c
c
c

c
c
c

c

c

No!



Step 2: Reproducing Light Field Using Pinhole Array
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Recording Light Field Using Microlens Array
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Disadvantages: Pinholes are 
very small, which increases 
noise and gives rise to 
diffraction effects. 

Replace each pinhole with a 
microlens.



Recording Light Field Using Microlens Array
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Disadvantages: Pinholes are 
very small, which increases 
noise and gives rise to 
diffraction effects. 

Replace each pinhole with a 
microlens. 

Downside: the lightfield 
sampling has lower 
resolution.



Other Ways for Depth Cues for Accommodation
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• Light-field displays 

• Varifocal displays 

• Multi-focal displays 

• Holographic displays

https://www.uploadvr.com/meta-butterscotch-varifocal-prototype-retinal-hands-on/, https://dl.acm.org/doi/pdf/10.1145/3588037.3595389

Each eye’s display is equipped with an actuation system to 
alter its depth position. Stepper motors with lead screws 

provide the linear motion, paired with crossed roller 
bearing slides as the guidance mechanism.

https://www.uploadvr.com/meta-butterscotch-varifocal-prototype-retinal-hands-on/
https://dl.acm.org/doi/pdf/10.1145/3588037.3595389
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VR Rendering 
• Tracking 

• Stereo rendering (vergence-
accommodation conflict) 

• Foveated rendering (+eye tracking)



Recall: Spatial Resolution of Human Visual System
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𝛉

Assuming the display displays alternating black and white pixels. One pair of 
black and white is one cycle. 
Cycle per degree (CPD) quantifies the spatial resolution in the scene. 
Human perception limit is 60 CPD (based on the sampling theory).

CPD = 1/𝛉



How Many Pixels to Render?
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Field of 
view: ~25°

5.53 inches (iPhone 11)

To approach human spatial resolution limit, the 
CPD should be at least 60. 

Vertical FOV at a viewing distance of 12’’ is 25.0° 
• CPD = 25 * 60 = 1,500 

• # of pixels (height) = 3,000 

Horizontal FOV is 12.2° 
• CPD = 12.2 * 60 = 732 

• # of pixels (width) = 1464 

Actual iPhone 11 resolution: 1792 x 828
https://www.dimensions.com/element/apple-iphone-11

2.56 inches



How Many Pixels to Render?
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Field of view: ~160°

To maintain retinal resolution: 
• assuming horizontal/vertical FOV is 160° 

• # of pixels = (160 * 60)2 = 9600 x 9600 

• If FOVs is 200°, # of pixels = 110K x 110K 

• This is per eye! 

Today’s VR headset resolution per eye: 
• Oculus Quest 2: 1832 x 1920 

• Valve Index: 1440 x 1600



Recall: Photoreceptor Density

The area on the retina with the highest 
cone density is called fovea. 

Fovea angle is about 2°. Peripheral vision 
has very low acuity.

�59
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Towards Foveated Rendering for Gaze-Tracked Virtual Reality

Anjul Patney* Marco Salvi Joohwan Kim Anton Kaplanyan Chris Wyman Nir Benty
David Luebke Aaron Lefohn

NVIDIA

Fovea

Periphery

Figure 1: Our classroom scene with eye fixation at the yellow reticle. (Left) Our perceptually-validated target foveated image. (Right) Our
proposed foveated rendering system that avoids shading up to 70% of the pixels and closely matches the frequency content of our target by
using pre-filtered shading terms, contrast preservation, and applying a new temporal antialising that improves temporal stability by an order
of magnitude (providing stability similar to a temporally antialiased non-foveated renderer). The original version of the classroom scene is
courtesy of Christophe Seux.

Abstract

Foveated rendering synthesizes images with progressively less detail
outside the eye fixation region, potentially unlocking significant
speedups for wide field-of-view displays, such as head mounted
displays, where target framerate and resolution is increasing faster
than the performance of traditional real-time renderers.

To study and improve potential gains, we designed a foveated render-
ing user study to evaluate the perceptual abilities of human peripheral
vision when viewing today’s displays. We determined that filtering
peripheral regions reduces contrast, inducing a sense of tunnel vi-
sion. When applying a postprocess contrast enhancement, subjects
tolerated up to 2⇥ larger blur radius before detecting differences
from a non-foveated ground truth. After verifying these insights on
both desktop and head mounted displays augmented with high-speed
gaze-tracking, we designed a perceptual target image to strive for
when engineering a production foveated renderer.

Given our perceptual target, we designed a practical foveated render-
ing system that reduces number of shades by up to 70% and allows
coarsened shading up to 30° closer to the fovea than Guenter et
al. [2012] without introducing perceivable aliasing or blur. We filter
both pre- and post-shading to address aliasing from undersampling
in the periphery, introduce a novel multiresolution- and saccade-
aware temporal antialising algorithm, and use contrast enhancement
to help recover peripheral details that are resolvable by our eye but
degraded by filtering.

We validate our system by performing another user study. Frequency
analysis shows our system closely matches our perceptual target.
Measurements of temporal stability show we obtain quality similar
to temporally filtered non-foveated renderings.

*apatney@nvidia.com
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components

Keywords: foveated rendering, gaze-tracking, perception, virtual
reality
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1 Introduction

Even with tremendous advances in graphics hardware, computa-
tional needs for real-time rendering systems have grown faster.
Adoption of realistic lighting and physically based shading [Pharr
and Humphreys 2010; Hill et al. 2015] has amplified shading com-
plexity, while rapidly evolving head mounted displays (HMDs) for
virtual reality (VR) have increased display resolution and target
refresh rates. In addition, the trend toward rendering on low-power
devices such as phones, tablets, and portable gaming consoles further
motivates the goal of achieving the highest possible image quality
using minimal computation.

As a result, algorithms that imperceptibly reduce cost are becoming
more important. Interestingly, human visual acuity radially de-
creases between the retina center (the fovea) and the eye’s periphery,
and for HMDs and large desktop displays a significant percentage of
pixels lie in regions viewed with lower visual acuity. Foveated ren-
dering algorithms exploit this phenomenon to improve performance,
decreasing rendering quality toward the periphery while maintaining
high fidelity in the fovea. Coupled with high-quality eye tracking,
foveated rendering could drive future wide field-of-view displays
targeting higher pixel densities and refresh rates.

of this work owned by others than the author(s) must be honored. Abstracting
with credit is permitted. To copy otherwise, or republish, to post on servers
or to redistribute to lists, requires prior specific permission and/or a fee.
Request permissions from permissions@acm.org. © 2016 Copyright held by
the owner/author(s). Publication rights licensed to ACM.
SA ’16 Technical Papers„ December 05 - 08, 2016, , Macao
ISBN: 978-1-4503-4514-9/16/12
DOI: http://dx.doi.org/10.1145/2980179.2980246
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Figure 1: Our classroom scene with eye fixation at the yellow reticle. (Left) Our perceptually-validated target foveated image. (Right) Our
proposed foveated rendering system that avoids shading up to 70% of the pixels and closely matches the frequency content of our target by
using pre-filtered shading terms, contrast preservation, and applying a new temporal antialising that improves temporal stability by an order
of magnitude (providing stability similar to a temporally antialiased non-foveated renderer). The original version of the classroom scene is
courtesy of Christophe Seux.
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outside the eye fixation region, potentially unlocking significant
speedups for wide field-of-view displays, such as head mounted
displays, where target framerate and resolution is increasing faster
than the performance of traditional real-time renderers.

To study and improve potential gains, we designed a foveated render-
ing user study to evaluate the perceptual abilities of human peripheral
vision when viewing today’s displays. We determined that filtering
peripheral regions reduces contrast, inducing a sense of tunnel vi-
sion. When applying a postprocess contrast enhancement, subjects
tolerated up to 2⇥ larger blur radius before detecting differences
from a non-foveated ground truth. After verifying these insights on
both desktop and head mounted displays augmented with high-speed
gaze-tracking, we designed a perceptual target image to strive for
when engineering a production foveated renderer.

Given our perceptual target, we designed a practical foveated render-
ing system that reduces number of shades by up to 70% and allows
coarsened shading up to 30° closer to the fovea than Guenter et
al. [2012] without introducing perceivable aliasing or blur. We filter
both pre- and post-shading to address aliasing from undersampling
in the periphery, introduce a novel multiresolution- and saccade-
aware temporal antialising algorithm, and use contrast enhancement
to help recover peripheral details that are resolvable by our eye but
degraded by filtering.

We validate our system by performing another user study. Frequency
analysis shows our system closely matches our perceptual target.
Measurements of temporal stability show we obtain quality similar
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Even with tremendous advances in graphics hardware, computa-
tional needs for real-time rendering systems have grown faster.
Adoption of realistic lighting and physically based shading [Pharr
and Humphreys 2010; Hill et al. 2015] has amplified shading com-
plexity, while rapidly evolving head mounted displays (HMDs) for
virtual reality (VR) have increased display resolution and target
refresh rates. In addition, the trend toward rendering on low-power
devices such as phones, tablets, and portable gaming consoles further
motivates the goal of achieving the highest possible image quality
using minimal computation.

As a result, algorithms that imperceptibly reduce cost are becoming
more important. Interestingly, human visual acuity radially de-
creases between the retina center (the fovea) and the eye’s periphery,
and for HMDs and large desktop displays a significant percentage of
pixels lie in regions viewed with lower visual acuity. Foveated ren-
dering algorithms exploit this phenomenon to improve performance,
decreasing rendering quality toward the periphery while maintaining
high fidelity in the fovea. Coupled with high-quality eye tracking,
foveated rendering could drive future wide field-of-view displays
targeting higher pixel densities and refresh rates.
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How?

Intuition: peripheral rendering can be 
of low quality (e.g., low resolution). 

One common approach: 
• Render with different resolutions. 

• Stack and blend them together. 

• Patch boundaries will have clear edge 
artifacts. Use low-pass filter. 

• Enhance contrast as a final pass. 
Empirically peripheral vision needs high 
contrast.

�62
Stanford CS248, Winter 2020

Addressing high resolution and high field of view: 
foveated rendering

Idea: track user’s gaze, render 
with increasingly lower 
resolution farther away from 
gaze point

high-res 
image

med-res 
image low-res 

image

Three images blended into one 
for display

Towards Foveated Rendering for Gaze-Tracked Virtual Reality, SIGGRAPH Asia 2016



What to Render for Peripheral?

�63Beyond Blur: Real-time Ventral Metamers for Foveated Rendering, SIGGRAPH 2021

Beyond Blur: Real-time Ventral Metamers for Foveated Rendering

DAVID R. WALTON∗, RAFAEL KUFFNER DOS ANJOS∗, SEBASTIAN FRISTON, DAVID SWAPP, KAAN
AKŞIT, ANTHONY STEED, and TOBIAS RITSCHEL, University College London, UK

Fig. 1. Three images to be compared at a viewing distance of 30 cm in A4 print by fixating (foveating) on the location indicated by the arrows. The first image
is a reference (le�). The second image is simulating peripheral vision using a Gaussian blur with bandwidth proportional to acuity (middle). Third, our
real-time ventral metamer where the periphery matches the reference in terms of statistics of multi-orientation and multi-scale feature activations (right).
Both can be computed in real-time frame rates, yet the metamer appears much closer to the reference. Timing for 512⇥512 on a Nvidia 2080 GPU.

To peripheral vision, a pair of physically di�erent images can look the same.
Such pairs are metamers relative to each other, just as physically-di�erent
spectra of light are perceived as the same color. We propose a real-time
method to compute such ventral metamers for foveated rendering where,
in particular for near-eye displays, the largest part of the framebu�er maps
to the periphery. This improves in quality over state-of-the-art foveation
methods which blur the periphery. Work in Vision Science has established
how peripheral stimuli are ventral metamers if their statistics are similar.
Existing methods, however, require a costly optimization process to �nd
such metamers. To this end, we propose a novel type of statistics particularly
well-suited for practical real-time rendering: smooth moments of steerable
�lter responses. These can be extracted from images in time constant in
the number of pixels and in parallel over all pixels using a GPU. Further,
we show that they can be compressed e�ectively and transmitted at low
bandwidth. Finally, computing realizations of those statistics can again be
performed in constant time and in parallel. This enables a new level of quality
for foveated applications such as such as remote rendering, level-of-detail
and Monte-Carlo denoising. In a user study, we �nally show how human
task performance increases and foveation artifacts are less suspicious, when
using our method compared to common blurring.

CCS Concepts: •Computingmethodologies! Perception; Image com-
pression; Ray tracing.
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1 INTRODUCTION

Spectra
HVS

Images
HVS

Fig. 2. Classic color (top) and
ventral (bo�om) metamers.

In order to create a rich vi-
sual experience Virtual Reality
(VR) often employs Near-Eye
Displays (NEDs) or light projec-
tion systems such as VR caves
to cover a large proportion of
the user’s visual �eld. Doing so
at a high enough resolution to
match the human vision in the
fovea requires substantial com-
pute and bandwidth resources.
A screen size of 4,000 pixels or
higher would be required if a
traditional screen and render-
ing pipeline were to be used. The Human Visual System (HVS)
however, only resolves �ne spatial details in its fovea but not in the
periphery [Rosenholtz 2016; Strasburger et al. 2011]. The idea of
Foveated Rendering [Albert et al. 2017; Friston et al. 2019; Guenter
et al. 2012; Meng et al. 2018; Patney et al. 2016] is to focus compute
e�ort to the fovea. Typically, foveated rendering shows a band-
limited (i.e., blurry) version of the image in its periphery [Guenter
et al. 2012; Patney et al. 2016], computed from fewer samples. Un-
fortunately, such blur can be perceived as unnatural and does not

ACM Trans. Graph., Vol. 40, No. 4, Article 48. Publication date: August 2021.
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Ventral Metarism
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Ventral Metarism
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Beyond Blur: Real-time Ventral Metamers for Foveated Rendering

DAVID R. WALTON∗, RAFAEL KUFFNER DOS ANJOS∗, SEBASTIAN FRISTON, DAVID SWAPP, KAAN
AKŞIT, ANTHONY STEED, and TOBIAS RITSCHEL, University College London, UK

Ground truth Acuity-only [0.5 ms] Metamer (Ours) [0.7 ms]

Fig. 1. Three images to be compared at a viewing distance of 30 cm in A4 print by fixating (foveating) on the location indicated by the arrows. The first image
is a reference (le�). The second image is simulating peripheral vision using a Gaussian blur with bandwidth proportional to acuity (middle). Third, our
real-time ventral metamer where the periphery matches the reference in terms of statistics of multi-orientation and multi-scale feature activations (right).
Both can be computed in real-time frame rates, yet the metamer appears much closer to the reference. Timing for 512⇥512 on a Nvidia 2080 GPU.

To peripheral vision, a pair of physically di�erent images can look the same.
Such pairs are metamers relative to each other, just as physically-di�erent
spectra of light are perceived as the same color. We propose a real-time
method to compute such ventral metamers for foveated rendering where,
in particular for near-eye displays, the largest part of the framebu�er maps
to the periphery. This improves in quality over state-of-the-art foveation
methods which blur the periphery. Work in Vision Science has established
how peripheral stimuli are ventral metamers if their statistics are similar.
Existing methods, however, require a costly optimization process to �nd
such metamers. To this end, we propose a novel type of statistics particularly
well-suited for practical real-time rendering: smooth moments of steerable
�lter responses. These can be extracted from images in time constant in
the number of pixels and in parallel over all pixels using a GPU. Further,
we show that they can be compressed e�ectively and transmitted at low
bandwidth. Finally, computing realizations of those statistics can again be
performed in constant time and in parallel. This enables a new level of quality
for foveated applications such as such as remote rendering, level-of-detail
and Monte-Carlo denoising. In a user study, we �nally show how human
task performance increases and foveation artifacts are less suspicious, when
using our method compared to common blurring.

CCS Concepts: •Computingmethodologies! Perception; Image com-
pression; Ray tracing.
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1 INTRODUCTION

Fig. 2. Classic color (top) and
ventral (bo�om) metamers.

In order to create a rich vi-
sual experience Virtual Reality
(VR) often employs Near-Eye
Displays (NEDs) or light projec-
tion systems such as VR caves
to cover a large proportion of
the user’s visual �eld. Doing so
at a high enough resolution to
match the human vision in the
fovea requires substantial com-
pute and bandwidth resources.
A screen size of 4,000 pixels or
higher would be required if a
traditional screen and render-
ing pipeline were to be used. The Human Visual System (HVS)
however, only resolves �ne spatial details in its fovea but not in the
periphery [Rosenholtz 2016; Strasburger et al. 2011]. The idea of
Foveated Rendering [Albert et al. 2017; Friston et al. 2019; Guenter
et al. 2012; Meng et al. 2018; Patney et al. 2016] is to focus compute
e�ort to the fovea. Typically, foveated rendering shows a band-
limited (i.e., blurry) version of the image in its periphery [Guenter
et al. 2012; Patney et al. 2016], computed from fewer samples. Un-
fortunately, such blur can be perceived as unnatural and does not

ACM Trans. Graph., Vol. 40, No. 4, Article 48. Publication date: August 2021.

Beyond Blur: Real-time Ventral Metamers for Foveated Rendering, SIGGRAPH 2021



Gaze Tracking

Foveated rendering requires tracking gaze. 
Gaze tracking is just in general very useful (in AR/VR)

�66https://venturebeat.com/2015/11/11/eyefluence-raises-14m-for-eye-popping-eye-tracking-technology-for-vr/https://eyezag.com/eye-tracking/mobile/



Gaze Tracking Hardware
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Near-Eye Images
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Gaze Tracking Algorithm
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Pico Neo 2 Eye headset

DeepVOG: Open-source pupil segmentation and gaze estimation in neuroscience using deep learning, Journal of Neuroscience Methods 2019
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Fig. 2. Our pictorial representation of 3D gaze direction, essentially a projection of sim-
ple eyeball and iris models onto binary maps (a). Example-pairs are shown in (b) with
(left-to-right) input image, iris map, eyeball map, and a superimposed visualization.

attained by simple adoption of newer CNN architectures ranging from LeNet-
5 [25, 43], AlexNet [14, 44], to VGG-16 [45], the current state-of-the-art CNN
architecture for appearance-based gaze estimation. We hypothesize that it is
possible to learn an intermediate image representation of the eye, m. That is,
we define our model as g = k ◦ j(x) where j : x → m and k : m → g. It
is conceivable that the complexity of learning j and k should be significantly
lower than directly learning f , allowing for neural network architectures with
significantly lower model complexity to be applied to the same task of gaze
estimation with higher or equivalent performance.

Thus, we propose to estimate so-called gazemaps (m) and from that the 3D
gaze direction (g). We reformulate the task of gaze estimation into two concrete
tasks: (a) reduction of input image to minimal normalized form (gazemaps), and
(b) gaze estimation from gazemaps.

The gazemaps for a given input eye image should be visually similar to the
input yet distill only the necessary information for gaze estimation to ensure
that the mapping k : m → g is simple. To do this, we consider that an average
human eyeball has a diameter of ≈ 24mm [2] while an average human iris has a
diameter of ≈ 12mm [5]. We then assume a simple model of the human eyeball
and iris, where the eyeball is a perfect sphere, and the iris is a perfect circle. For
an output image dimension of m× n, we assume the projected eyeball diameter
2r = 1.2n and calculate the iris centre coordinates (ui, vi) to be:

ui =
m

2
− r′ sinφ cos θ (1)

vi =
n

2
− r′ sin θ (2)

where r′ = r cos
(

sin−1 1
2

)

, and gaze direction g = (θ,φ). The iris is drawn as an
ellipse with major-axis diameter of r and minor-axis diameter of r |cos θ cosφ|.
Examples of our gazemaps are shown in Fig. 2b where two separate boolean
maps are produced for one gaze direction g.

Learning how to predict gazemaps only from a single eye image is not a trivial
task. Not only do extraneous factors such as image artifacts and partial occlusion
need to be accounted for, a simplified eyeball must be fit to the given image

6 S. Park et al.
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possible to learn an intermediate image representation of the eye, m. That is,
we define our model as g = k ◦ j(x) where j : x → m and k : m → g. It
is conceivable that the complexity of learning j and k should be significantly
lower than directly learning f , allowing for neural network architectures with
significantly lower model complexity to be applied to the same task of gaze
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Neural Reconstruction
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DeepFovea: Neural Reconstruction for Foveated Rendering and Video
Compression using Learned Statistics of Natural Videos

ANTON S. KAPLANYAN, ANTON SOCHENOV, THOMAS LEIMKÜHLER∗, MIKHAIL OKUNEV, TODD
GOODALL, and GIZEM RUFO, Facebook Reality Labs

ReferenceOur
reconstructed
results

Fovea

Periphery

Sparse
foveated

video

Fig. 1. Foveated reconstruction with DeepFovea. Le� to right: (1) sparse foveated video frame (gaze in the upper right) with 10% of pixels; (2) a frame
reconstructed from it with our reconstruction method; and (3) full resolution reference. Our method in-hallucinates missing details based on the spatial and
temporal context provided by the stream of sparse pixels. It achieves 14x compression on RGB video with no significant degradation in perceived quality.
Zoom-ins show the 0� foveal and 30� periphery regions with di�erent pixel densities. Note it is impossible to assess peripheral quality with your foveal vision.

In order to provide an immersive visual experience, modern displays require
head mounting, high image resolution, low latency, as well as high refresh
rate. This poses a challenging computational problem. On the other hand, the
human visual system can consume only a tiny fraction of this video stream
due to the drastic acuity loss in the peripheral vision. Foveated rendering and
compression can save computations by reducing the image quality in the pe-
ripheral vision. However, this can cause noticeable artifacts in the periphery,
or, if done conservatively, would provide only modest savings. In this work,
we explore a novel foveated reconstruction method that employs the recent
advances in generative adversarial neural networks. We reconstruct a plau-
sible peripheral video from a small fraction of pixels provided every frame.
The reconstruction is done by �nding the closest matching video to this
sparse input stream of pixels on the learned manifold of natural videos. Our
method is more e�cient than the state-of-the-art foveated rendering, while
providing the visual experience with no noticeable quality degradation. We
conducted a user study to validate our reconstruction method and compare
it against existing foveated rendering and video compression techniques.
Our method is fast enough to drive gaze-contingent head-mounted displays
in real time on modern hardware. We plan to publish the trained network to
establish a new quality bar for foveated rendering and compression as well
as encourage follow-up research.

CCS Concepts: • Computing methodologies → Neural networks; Per-
ception; Virtual reality; Image compression.

∗Joint a�liation: Facebook Reality Labs, MPI Informatik.
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1 INTRODUCTION
Despite tremendous advances in consumer hardware for real-time
rendering and video compression, the demand for high-�delity vi-
suals continues to grow. Recent advances in head-mounted displays
allow us to achieve a new level of immersion by delivering the
imagery straight to the eyes. However, such displays also require
a signi�cantly higher resolution and refresh rate to provide high
quality immersion and good visual experience across the entire �eld
of view. Rendering this high-quality content is challenging even on
current high-end desktop systems.

On the other hand, the human eye has a very heterogeneous res-
olution density. It is able to resolve objects as small as 1 arcminute
in the fovea, the center 5.2� region of the retina, and experiences a
rapid acuity fallo� outside the fovea toward the periphery [Curcio
et al. 1990]. Fovea covers roughly 0.8% of pixels on a regular dis-
play under common viewing conditions [Guenter et al. 2012] and
around 4% of pixels on consumer virtual reality (VR) headsets [Pat-
ney et al. 2016], such as HTC Vive and Oculus Rift. With the recent
developments in gaze-contingent VR displays, such as the recently
announced HTC Vive Pro Eye, it is also possible to estimate the
user gaze in real time and perform gaze-contingent rendering and
compression. This provides an important opportunity to optimize
the amount of computation required to drive such displays, enabling

ACM Trans. Graph., Vol. 38, No. 4, Article 212. Publication date: July 2019.
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Fig. 3. The network design used for video reconstruction is a recurrent video encoder-decoder network architecture with skip connections (based on U-Net).
The decoder part is modified to be stateful and hierarchically retains temporal context by concatenating (denoted with ⇠) recurrent connections (orange).

3.1 Reconstruction Methodology
Let X = {x1, x2, ..., xK } be a sequence of K video frames, where
X 2 RN⇥M⇥K . Let = { 1, 2, ..., K } be a sequence of binary
masks described in the previous section. We produce a sampled
video X̂ = {x̂1, x̂2, ...x̂K } by applying each mask to a corresponding
source video frame as X̂ = X � . The goal of the network G we
train is to learn to approximate the mapping X̂ 7! X by leveraging
the large prior of the natural video manifold.

Our approach to the problem of sparse reconstruction is based on
a framework of generative adversarial networks, which was recently
shown to be able to learn large high-dimensional manifolds [Karras
et al. 2018]. Note that in contrast to generative networks, the input to
our network is not a random variable. The reconstruction network
design is based on a popular U-Net encoder-decoder architecture. To
allow the network to make use of inter-frame correlations, we add
recurrent layers to the decoder part of the DeepFovea network. We
use various techniques to stabilize network output in the temporal
domain, such as optical �ow and temporal regularizations. Since
the ultimate goal of this network is to learn the projection from
sampled sparse video to a manifold of natural videos, we train it on
a large set of real-life videos. We discuss details of the DeepFovea
algorithm in the subsequent section.

3.2 Design Goals
There are several goals that we would like to achieve with our
method. First, the DeepFovea network should be able to operate
in an online mode, i.e., it should be able to reconstruct the current
frame based only on the past frames. Second, since we are targeting
gaze-contingent display systems, the network should be able to
operate in real time. This prohibits using complicated models or any
signi�cant number of past or future frames.

There are also strict requirements for output quality. The human
visual system is not sensitive to high-frequency details in the periph-
ery, however, motion and �icker are easily detectable. Therefore,
while the peripheral reconstruction can omit �ne details, it should
not introduce signi�cant noise to achieve plausible results with high
compression. Given the uncertainty of the sparse video input, the
network needs to balance between introducing the new content
timely and suppressing �icker due to the inbound noise.

3.2.1 Causal Temporal Network with Recurrence. In order to lever-
age the temporal redundancy of the video and at the same time
achieve higher temporal stability of the reconstruction, we employ
a recurrent convolutional network architecture. This retained state

is then used at the next frame, allowing the network to super-resolve
the details through time (Figure 3). A common alternative approach,
early fusion, feeds a network a sliding window of L last frames,
however, it does not meet our performance requirements.

3.2.2 Performance Considerations. If the method is used for gaze
contingent reconstruction, it has to exhibit under 50ms of latency for
each frame in order to be unnoticeable for human vision [Guenter
et al. 2012]. Moreover, for head-mounted displays, the method has
to run at HMD’s native refresh rate and high resolution to avoid
motion sickness and provide a comfortable experience. For many
existing VR HMDs the minimum refresh rate is 90Hz.

4 NEURAL RECONSTRUCTION
4.1 DeepFovea Network Design: Recurrent U-Net
For the reconstruction network G of our system (Figure 3), we
chose the U-Net encoder-decoder designwith skip connections [Ron-
neberger et al. 2015]. It transforms an image into a hierarchy and
skip connections allow to bypass high frequencies and improve the
gradient �ow during training.

Each decoder block does the reverse of an encoder block, performs
a spatial bilinear upsampling, while decreasing the feature count
correspondingly to the symmetric encoder block. The input to a
decoder block is the upscaled output of the previous decoder block
concatenated with the output of the corresponding encoder block
(skip connection, dashed arrows in Figure 3).

We use ELU activation function [Clevert et al. 2016] in all net-
works and layers (including recurrent and discriminator layers) to
accelerate the training.

4.1.1 Recurrence. In order to generate temporally stable video con-
tent, the network needs to accumulate state through time. Moreover,
a temporal network is able to super-resolve features through time
and can work with sparser input while achieving the same quality.
However, our network has to be causal (i.e., cannot see the future
video stream) and should have a compact state to retain over time
due to high video resolution and performance constraints. Complex
recurrent layers like LSTM [Hochreiter and Schmidhuber 1997] have
a large state and are computationally demanding. Therefore, in the
spirit of Chaitanya et. al [2017], we employ a recurrent modi�cation
of the U-Net design with a a simple convolutional recurrent layer.
A hidden state h in this layer is an output from the previous time
step, i.e., for ith decoder block oi = hi = f (x,hi�1) (orange arrows
in Figure 3). ELU activation gives more freedom to the recurrent

ACM Trans. Graph., Vol. 38, No. 4, Article 212. Publication date: July 2019.
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VR Rendering 
• Tracking 

• Stereo rendering (vergence-
accommodation conflict) 

• Foveated rendering (+eye tracking) 

• Lens distortion correction



Lens Distortion (in VR)
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Lens Distortion Correction
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Augmented Reality 

what you see = real world light + 
light projected from display.



Optical See-Through vs. Video See-Through

�78Vision Augmentation by Yuta Itoh
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AR on Smartphone: Video See-Through

https://www.cnet.com/news/google-tango-dead-arcore-arkit-apple/
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Microsoft Hololens: Optical See-Through

https://www.bbc.com/news/technology-47350884
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Google Glass: Optical See-Through

https://www.techradar.com/reviews/gadgets/google-glass-1152283/review



Waveguide
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Total Internal Reflection

https://www.intechopen.com/books/state-of-the-art-virtual-reality-and-augmented-reality-knowhow/waveguide-type-head-mounted-display-system-for-ar-application



Optical See-Through Schematic

�83A Low Cost Optical See-Through HMD - Do-It-Yourself, ISMAR Adjunct 2016

Beam splitter is often 
used as a combiner
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FG/BG Discounting Model

• Physics: sum of FG & BG:

IDW 2020 © Michael J. Murdoch  RIT  POCS/MCSL 62
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FG/BG Discounting Model

• Perceptual: weighted sum of FG & BG:    (Physical α = ! = 1)

• α & ! depend on task, complexity, and luminance
• α > ! for FG color matching
• α < ! for BG brightness matching
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