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Natural Scenes Have High Dynamic Range
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The Problem
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LCD display DR is not much better

Rendering the Print: the Art of Photography



Two Related Tasks in Sensor Signal Processing
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Scene

Camera

Display

Print

High DR (natural) scenes

Lower DR capturing 
device (e.g., camera)

Even lower DR output 
device (e.g., display, paper)

1. HDR Imaging: how to capture an 
HDR scene with a lower DR capturing 

device. Limited by the camera.

2. Tone Mapping: how to display HDR 
images on lower DR display devices. 

Limited by the display medium.



https://fossbytes.com/google-pixel-visual-core-hdr-whatsapp-snapchat/

Google Pixel 2
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�8https://iphonephotographyschool.com/hdr-iphone/



Goal of HDR Imaging

1. Pixel values should represent 
the full range of scene 
luminance, i.e., no saturation. 

2. The relative ratio of 
luminance should ideally be 
maintained (for now). 

• So that a simple scaling later, if 
needed, can recover the true 
luminance in the scene.

�9Rendering the Print: the Art of Photography



Scene Luminance vs. Raw Pixel Value

Barring noise and quantization error, the RAW pixel value n and the incident 
photon quantity P are close to linear between the noise floor and saturation.
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Dynamic Range Issue

When pixels are under-exposed, we in 
theory could recover the luminance, but 
the SNR would be very low, so the 
luminance values are noisy. 

• Simply amplifying all the pixel values will not 
work because the noise gets amplified too. 
The SNR is same (i.e., still very noisy). 

• Denoising has the effect of enhancing DR. 

When pixels are over-exposed, pixel 
values don’t reflect scene luminance.
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Problem: full luminance range 
isn’t accurately captured.
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HDR Using Optics



HDR Imaging Through Neutral Density (ND) Filter
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Original Scene Graduated ND Filter Output Image

https://www.cambridgeincolour.com/tutorials/graduated-neutral-density-filters.htm

Filter more photons

Filter less photons

Gradual blend+ =



�14
https://www.cliftoncameras.co.uk/Blog/Graduated-neutral-density-filters-explained

Tiffen 77CGND6 77mm Graduated 0.6 ND Filter. 
4X exposure difference. High-end GND filters 
provide ~4 orders of magnitude of difference.

https://thecamerabox.com/products/tiffen-color-graduated-neutral-density-0-6-filter?variant=18657180418121



What’s Happening When Using a GDN Filter?
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What’s Happening When Using a GDN Filter?
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Lens

GND 
Filter

A bit cheating since we 
effectively change the scene 
luminance, reducing its DR. 

Also not very precise.

More photons are blocked here.

Fewer photons are blocked here.
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HDR Using 
Computation



Computational HDR Imaging:  Multiple Exposures

Take multiple under-exposed images, so we avoid saturation 

Average the captures, which reduces photon shot noise 
• averaging across multiple captures is equivalent to a long capture as far as shot noise is 

concerned 

Used in Google’s HDR+ pipeline (2014) and Pixel 2 phones up until Pixel 5 
• “Burst photography” 

• The frames displayed in the viewfinder before the shutter press are the frames used for 
HDR+ burst merging 

Issue: have to read multiple times so read noise increases

�18https://research.google/blog/night-sight-seeing-in-the-dark-on-pixel-phones/https://research.google/blog/hdr-with-bracketing-on-pixel-phones/



Computational HDR Imaging: Exposure Bracketing

Take multiple images of the scene with varying exposure times, align them, 
and combine them together to generate the final image. 

• Each exposure provides accurate luminance for some, not all, scene points. 

Each scene point will be mapped to a pixel in each exposure. The most 
accurate luminance information of the point is from a pixel that’s well 
exposed but not over-exposed. 

Can reduce the number of captures (read noise). 

Issue: motion blur in long exposures, so need better merging algorithms.
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A Simple Algorithm (in Linear RGB Space)

     New pixel value = 80, ignore 255 from the second image since it’s saturated and can’t 
be used to derive the luminance information. 

     New pixel Value = ((38*4+162)/8)/2 = 19.6. Pixel values from both images can be 
used to derive the scene luminance; averaging them reduces noise. 

For each pixel, if not black nor saturated, convert to photon/second, and then average 
across frames. In the end, we get the relative luminance for all pixels.
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255

4X exposure 
time Since raw value and photon quantity are 

linear, can think of 80 as 80 photons. 

Photon/second: 160/2 = 80 
Photon/second: ((38*4+162)/8)/2 = 19.6
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A Simple Algorithm (in Linear RGB Space)

     New pixel value = 80, ignore 255 from the second image since it’s saturated and can’t 
be used to derive the luminance information. 

     New pixel Value = ((38*4+162)/8)/2 = 19.6. Pixel values from both images can be 
used to derive the scene luminance; averaging them reduces noise. 

For each pixel, if not black nor saturated, convert to photon/second, and then average 
across frames. In the end, we get the relative luminance for all pixels.
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Can conceptually extend to 
multiple exposures, and 

apply the same process to all 
three color channels.



https://www.learnopencv.com/exposure-fusion-using-opencv-cpp-python/

(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.
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Radiance map; needs high-
precision data representation, e.g., 
floating-point, to accurately store 

the data in the radiance map.
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HDR in Sensor



Sensor Support for HDR
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Triple Quantization Scheme

30

• Three ADC modes
• Low light pixel --- linear high gain PD ADC
• Mid light pixel --- linear low gain FD ADC
• High light pixel --- time-to-saturation TTS mode

• Sequential operation within one exposure
• TTS during exposure
• PD ADC
• FD ADC

• Each pixel “automatically” selects its optimal mode for 
its own light level 

A 4.6um, 512×512, Ultra-Low Power Stacked Digital Pixel Sensor with Triple Quantization and 127dB Dynamic Range, IEDM 2020

Three main ideas: 
• Use bigger pixels. Trade-off between spatial 

resolution, noise, and DR. 

• Time-to-saturation (illustration on the right): 
measure the time to saturation and extrapolate 
the photon counts. 

• Staggered HDR (next slide): multi-exposure 
fusion in hardware.



Staggered HDR

Exposes each row in two exposures in succession, long first then short. 
• Store long-exposed pixel lines in a temporary buffer. 

As soon as the short exposure of a row finishes, combine it with the long-
exposure data of the same row from the buffer. 

Shorted gap between multiple (2 here) exposures.
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Fig. 5  Split-diode SNR vs Light intensity   Fig. 6  FOM_motion vs Hi/Lo sensitivity ratio 

  

A comparison of high dynamic range CIS technologies for automotive applications, OmniVision
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High DR (natural) scenes

Lower DR capturing 
device (e.g., camera)

Even lower DR output 
device (e.g., display, paper)

HDR Imaging Recap

Key goal is to represent the relative 
luminance of scene points accurately 
across the entire luminance range. 

In principle, it’s easy to combine 
multiple exposures on raw pixels 
(linear w.r.t. luminance). Harder on 
sRGB images (not linear). 

• Averaging across exposures also serves 
denoising. GND can be used when 
accurate relative luminance isn’t required.
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Tone 
Mapping
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Tone Mapping



Tone Mapping: Problem 1

HDR imaging allows us to accurately capture the full dynamic range of the 
scene, which could be ~20 stops. 

Typical Display: ~10 stops (LG 27UK850): the ratio between the brightness 
pixel and the darkest pixel is about 1024 under the same display power. You 
can dim the display, but that weakens all pixels and the DR is still the same. 

• HDR Display: 14.2 stops (UHD Alliance Certified HDR LCD display) 

• Paper: 6-8 stops (typical value); related to pigment density 

So we need to compress the contrast of ~100,000:1 to ~1000:1. 
• Can we simply linearly compress the range?

�33

https://www.displayspecifications.com/en/model/fc6f10a4
https://www.cnet.com/news/what-is-uhd-alliance-premium-certified/
http://lumita.com/site_media/work/whitepapers/files/pscs3_rendering_image.pdf


Tone Mapping: Problem 2

Natural scenes contain continuous luminance levels, whereas digital images 
inherently quantize continuous luminance levels to discrete levels. 

If an image is encoded in 8-bit sRGB, only 256 levels are available to 
represent the luminance levels. 

• As a result, subtle contrast (luminance difference) might end up being quantized to the 
same level, losing the details when being displayed. 

Encoding color using higher bit-depth, e.g., 10 bits, alleviates the second 
problem but doesn’t affect/solve the first problem at all.
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(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Some information is guaranteed to be lost. The 
goal is to exploit characteristics of human 
visual system to generate images that mimic 
human’s expected visual response.
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How to represent the full range of 
these numbers using only 8 bits per 
color channel, as required by sRGB 

(and most displays), while being 
visually pleasing?

10-6

Scene

10-5 10-4 10-3 10-2 10-1 100 101 102 103 104 105

10-6 10-5 10-4 10-3 10-2 10-1 100 101 102 103 104 105

Display

256 levels
…

Infinite levels

Recovering High Dynamic Range Radiance Maps from Photographs, SIGGRAPH 1997



(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Linear Mapping

Map the highest luminance pixel to 255 and 
lowest to 0. What do you think will happen 
for this image?
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(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Linear Mapping

Map the highest luminance pixel to 255 and 
lowest to 0. What do you think will happen 
for this image?
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Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Why? Most of the luminance levels 
are clustered toward the low end.



(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Another Try of Linear Mapping

Linearly map the darkest 0.1% luminance in 
the DR to the [0, 255] range, and blow out the 
rest (i.e., 255 for the rest). What do you think 
will happen for this image?
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(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Another Try of Linear Mapping

Linearly map the darkest 0.1% luminance in 
the DR to the [0, 255] range, and blow out the 
rest (i.e., 255 for the rest). What do you think 
will happen for this image?
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Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

The high-light details are gone, 
essentially wasting the HDR 

information obtained before.



(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Non-Linear Mapping
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Ldisplay =
Lworld

1 + Lworld
Then scale to pixel values.

Ldisplay = ALγ
world

Gamma encoding. A is chosen to 
scale to desired pixel values.

The gamma encoding here is used purely as an 
engineering trick to boost the brightness. It’s 
not related to the gamma encoding used to 
reduce quantization error in color encoding.
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(a) (b) (c)

(d) (e) (f)

Figure 8: (a) An actual photograph, taken with conventional print film at two seconds and scanned to PhotoCD. (b) The high dynamic range
radiance map, displayed by linearly mapping its entire dynamic range into the dynamic range of the display device. (c) The radiance map,
displayed by linearly mapping the lower of its dynamic range to the display device. (d) A false-color image showing relative radiance
values for a grayscale version of the radiance map, indicating that the map contains over five orders of magnitude of useful dynamic range.
(e) A rendering of the radiance map using adaptive histogram compression. (f) A rendering of the radiance map using histogram compression
and also simulating various properties of the human visual system, such as glare, contrast sensitivity, and scotopic retinal response. Images
(e) and (f) were generated by a method described in [23]. Images (d-f) courtesy of Gregory Ward Larson.

Non-Linear Mapping
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Ldisplay =
Lworld

1 + Lworld
Then scale to pixel values.

Ldisplay = ALγ
world

Gamma encoding. A is chosen to 
scale to desired pixel values.

The gamma encoding here is used purely as an 
engineering trick to boost the brightness. It’s 
not related to the gamma encoding used to 
reduce quantization error in color encoding.
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S-Shaped Curve in Software

�42https://fotographee.com/curves-tool-photoshop/https://www.lightroompresets.com/blogs/pretty-presets-blog/how-to-use-photoshop-curves
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Midtones
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Issue with Global Tone Mapping

All schemes so far are global; they apply the same operator to all pixels. 
• Different pixels, regardless of where they are in the scene, are mapped in the same way 

if they have the same radiance. 

Problem: since contrasts are globally reduced, local contrasts are diminished. 

Why preserve local contrasts? Human eyes adapt to local field around the 
current fixation.
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Local Contrast is Important

Intuitively, at an edge brighter color becomes brighter and dark 
color becomes darker. Our brain does this “contrast 
enhancement” so we can better discern details at edges.

�45https://www.lensrentals.com/blog/2013/03/global-and-local-contrast-sharpness-and-detail/ https://py3109.wordpress.com/whatsthat/

Same color, but 
right looks darker.

Same color, but 
left looks brighter.

https://www.cambridgeincolour.com/tutorials/unsharp-mask.htm

Mach band illusion



Preserve Local Contrast

What does it mean to preserve local contrast? 

Make sure in local regions brighter pixels look (much) brighter than dark 
pixels. Doesn’t mean the exactly same luminance difference or ratio needs to 
be maintained. 

Many local tone mapping schemes strive to preserve, sometimes even 
enhance, local contrast.
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Informal comparison

Gradient domain
[Fattal et al.]

Bilateral
[Durand et al.]

Photographic
[Reinhard et al.]

Local Tone Mapping

Advanced tone mapping schemes maintain 
local contrast (while reducing global contrast). 

Sometimes people take a standard DR image 
and enhance its local contrast, which gives an 
illusion of HDR as we feel that details are more 
pronounced. But the actual DR is unchanged. 

But be careful not to enhance local contrast too 
much. Otherwise we get the “HDR look” 

• images look very sharp and details are artificially 
exaggerated but overall the contrast feels “flat”.

�47http://people.csail.mit.edu/fredo/PUBLI/Siggraph2002/

https://imagej.net/Enhance_Local_Contrast_(CLAHE)


�48https://cdn.naturettl.com/wp-content/uploads/2017/05/22013627/what-is-hdr-landscapes.jpg

“The HDR Look”



�49https://www.vr360photos.com/hdr-professional-photography.html

“The HDR Look”



�50https://www.viewbug.com/contests/hdr-photography-contest

“The HDR Look”



Google Pixel 2’s HDR Pipeline (HDR+)
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after
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Figure 3: Overview of our two processing pipelines. The input to both pipelines is a stream of Bayer mosaic (raw) images at full sensor
resolution (for example, 12 Mpix) at up to 30 frames per second. When the camera app is launched, only the viewfinder (top row) is active.
This pipeline converts raw images into low-resolution images for display on the mobile device’s screen, possibly at a lower frame rate. In
our current implementation the viewfinder is 1.6 Mpix and is updated at 15–30 frames per second. When the shutter is pressed, this pipeline
suspends briefly, a burst of frames is captured at constant exposure, stored temporarily in main memory, and the software pipeline (bottom row)
is activated. This pipeline aligns and merges the frames in the burst (sections 4 and 5), producing a single intermediate image of high bit depth,
then applies color and tone mapping (section 6) to produce a single full-resolution 8-bit output photograph for compression and storage in
flash memory. In our implementation this photograph is 12 Mpix and is computed in about 4 seconds on the mobile device.

method for aligning and merging frames in isolation from the rest of
our system. Finally, we have created an archive of several thousand
raw input bursts with associated output [Google Inc. 2016b], so
others can improve upon or compare against our technique.

2 Overview of capture and processing

Figure 3 summarizes our capture and image processing system. It
consists of a real-time pipeline (top row) that produces a continu-
ous low-resolution viewfinder stream, and a non-real-time pipeline
(bottom row) that produces a single high-resolution image.

In our current implementation the viewfinder stream is computed
by a hardware Image Signal Processor (ISP) on the mobile device’s
System on a Chip (SoC). By contrast the high-resolution output
image is computed in software running on the SoC’s application
processor. To achieve good performance this software is written in
Halide [Ragan-Kelley et al. 2012]. We utilize an ISP to handle the
viewfinder because it is power efficient. However, its images look
different than those computed by our software. In other words, our
viewfinder is not WYSIWYG.

A key enabling technology for our approach is the ability to request
a specific exposure time and gain for each frame in a burst. For this
we employ the Camera2 API [Google Inc. 2016a] available on select
Android phones. Camera2 utilizes a request-based architecture based
on the Frankencamera [Adams et al. 2010]. Another advantage of
Camera2 is that it provides access to Bayer raw imagery, allowing
us to bypass the ISP. As shown in figure 3 we use raw imagery
in two places: (1) to determine exposure and gain from the same
stream used by the ISP to produce the viewfinder, and (2) to capture
the burst used to compute a high-resolution photograph. Using raw
images conveys several advantages:

• Increased dynamic range. The pixels in raw images are typ-
ically 10 bits, whereas the YUV (or RGB) pixels produced
by mobile ISPs are typically 8 bits. The actual advantage is
less than 2 bits, because raw is linear and YUV already has a
gamma curve, but it is not negligible.

• Linearity. After subtracting a black level offset, raw images
are proportional to scene brightness, whereas images output by
ISPs include nonlinear tone mapping. Linearity lets us model
sensor noise accurately, which makes alignment and merging
more reliable, and also makes auto-exposure easier.

• Portability. Merging the images produced by an ISP entails
modeling and reversing its processing, which is proprietary
and scene dependent [Kim et al. 2012]. By starting from raw
images we can omit these steps, which makes it easier to port
our system to new cameras.

In the academic literature, burst fusion methods based on raw im-
agery [Farsiu et al. 2006; Heide et al. 2014] are relatively uncommon.
One drawback of raw imagery is that we need to implement the en-
tire photographic pipeline, including correction of lens shading and
chromatic aberration, and demosaicking. (These correction steps
have been omitted from figure 3 for brevity.) Fortunately, since
our alignment and merging algorithm operates on raw images, the
expensive demosaicking step need only be performed once—on a
single merged image, rather than on every frame in the burst.

3 Auto-exposure

An important function of a mobile ISP is to continuously adjust
exposure time, gain, focus, and white balance as the user aims the
camera. In principle we could adopt the ISP’s auto-exposure, reusing
the capture settings from a recent viewfinder frame when requesting
our constant-exposure burst. For scenes with moderate dynamic
range this strategy works well. However, for scenes with high
dynamic range, the captured images may include blown highlights
or underexposed subjects that cannot be recovered by later HDR
tone mapping.

To address this, we develop a custom auto-exposure algorithm aware
of future tone mapping, responsible for determining not only the
overall exposure but also the dynamic range compression to come.
Our approach for handling HDR scenes consists of three steps:

1. deliberately underexpose so that fewer pixels saturate,
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Viewfinder executed on hardware ISP. Real-time but no HDR. Main HDR pipeline written in Halide 
and executes in SIMD/multi-core CPUs. Viewfinder image different from the final output.



Tone Mapping in HDR+

�52https://ai.googleblog.com/2020/08/live-hdr-and-dual-exposure-controls-on.html

Global tone mapping operator. Output pixel value 
(y) depends only on the radiance (x).

Local tone mapping. Pixels with same radiance 
could be mapped to different values. Heatmap 

shows the mapping distribution.



Live HDR+ on Pixel 4 and Pixel 4a
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Goal: produce HDR image in live viewfinder. But full HDR+ algorithm is slow for live. Idea: use (fast) global 
tone mapping operator in individual small tiles. Per-tile curve is generated by a neural network.

https://ai.googleblog.com/2020/08/live-hdr-and-dual-exposure-controls-on.html



HDR and Tone Mapping Recap

Two related but distinct issues: 
• HDR imaging:  reproducing the full range of the (relative) radiance in the scene; limited 

by cameras. HDR imaging let us preserve the full DR of the scene. 

• Tone mapping: how to present HDR images, either generated from HDR imaging or 
graphics renders, in LDR media (e.g., display/paper). 

Typical camera captures, even without HDR imaging, have higher DR than 
your display; some amount of tone mapping is usually needed. 

Tone mapping predates HDR imaging, and was initially used in computer 
graphics. With global illumination techniques, renders could generate HDR 
images earlier than HDR imaging algorithms were popularized.
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Deep Learning For Computational Photography

Conventional image signal processing algorithms are empirical: HDR, TM, 
denoising, demoasicking, color correction, deblurring, supersampling, white 
balance, etc.  Our quest for visually-pleasing photos is endless. 

Let a DNN learn to generate high-quality photos.
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