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Goal of Color Sensing
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https://9to5mac.com/2017/12/07/iphone-flikr-most-used-camera/

What if this is not true? Metamers in human 
vision would not be metamers in camera 

vision: colors appearing different to your eyes 
would look the same in photos and vise versa.

https://www.eyeworld.org/research-finds-human-visual-cortex-continues-development-mid-30s
https://9to5mac.com/2017/12/07/iphone-flikr-most-used-camera/


How to Sense Color?

Principle of univariance: once a photon is converted to an electron, we lose 
wavelength/color information (there is no red electron vs. blue electron). 

How do humans sensor color? We have three types of cones, each has a 
different spectral sensitivity to light. 

• Light spectrum gets transformed to three numbers (L, M, S cone responses, or 
equivalently the tristimulus values in a color space). 

Cameras also need to somehow generate three numbers from light too. 

The three values should ideally be the same as the LMS cone responses. 
• Or can be converted to tristumulus values in one of the known color spaces.
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Sensor Spectral Sensitivity
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Effectively we need to have 
three kinds of sensors, each 
has a unique spectral 
sensitivity function (SSF). 

SSF(𝛌): generated electrical 
energy per unit incident light 
energy at a given 𝛌.

https://horizon-lab.org/colorvis/camcolor.html



Sensor Spectral Sensitivity
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https://horizon-lab.org/colorvis/camcolor.html

How should SSFs look like? 
• Ideally: each sensor’s SSF 

mimics LMS and XYZ, since 
CMFs in other color space 
usually involve negative values 
that are physically unrealizable. 

• Reality: hard to be exact. SSF 
depends on lots of things 
(sensor quantum efficiency, 
microlens, filters, 
manufacturability, etc.).



Sensor Spectral Sensitivity
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https://horizon-lab.org/colorvis/camcolor.html



Sensor Spectral Sensitivity
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https://horizon-lab.org/colorvis/camcolor.html



Astrophysical Imaging Uses More Filters

�9https://www.asahi-spectra.com/opticalfilters/sdss.html

Spectral transmittance of the five filters in the first SDSS camera
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An image from SDSS (False Colors)

https://www.iac.es/en/projects/sloan-digital-sky-survey-iii-sdss
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Realizing “Three 
Kinds of Sensors”



Take Three Separate Shots and Combine Them

�12http://www.cs.cmu.edu/afs/cs.cmu.edu/academic/class/15463-f11/www/proj1/www/machongm/

Sergey Prokudin-Gorsky 
(1836 — 1944)

https://www.loc.gov/exhibits/empire/making.html

1906 by Dr. Adolf Miethe

http://www.cs.cmu.edu/afs/cs.cmu.edu/academic/class/15463-f11/www/proj1/www/machongm/
https://en.wikipedia.org/wiki/Sergey_Prokudin-Gorsky
https://www.loc.gov/exhibits/empire/making.html


Use Three Sensors
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a colour image. Similarly, digital image sensors require
some mechanism for the separation of light into different
wavelength bands. There are various methods employed in
digital cameras to achieve colour separation, as introduced
in Chapter 9 and summarized below.

Three-sensor cameras
These early digital cameras employ a beamsplitter, usually
a dichroic prism, to separate the incoming light into three
components (see Figure 14.3). These are directed to three
separate sensors, filtered for red, green and blue wavelengths
respectively. Each sensor produces a monochromatic record
of the filtered light only, corresponding to one of the three
channels of the image. The images from the three separate
sensors require careful registration to produce the full colour
image. Because each sensor produces a full-resolution record
of the image, these cameras do not suffer from chromatic
aliasing typical of cameras using Bayer arrays (see below).
The use of three sensors, however, means that these cameras
are both expensive and bulky.

Sequential colour cameras
These cameras capture successive red, green and blue
filtered exposures, using a colour filter wheel or a tunable
LCD filter to separate the light into the three components
(see Figure 14.3b). The image is then formed by a combi-
nation of the three resulting images. As for three-sensor
cameras, each channel is captured at the full resolution of
the sensor, resulting in very-high-quality images. However,
the colour sequential method is only suitable for static
subjects, because the three channels are captured at slightly
separate times and any misregistration of the subject will
result in colour fringes at edges. An additional problem is
that of illumination, which may vary during the successive
exposures. Therefore, this approach is confined to a limited
number of professional studio cameras.

Scanning backs for large-format cameras have similar
limitations to colour sequential cameras. Most commonly
they employ a trilinear CCD array, which scans across the
image format. All three channels are captured at the same

time in this case, so misregistration of the three channels is
not a problem, but subject movement may result in image
distortion. Inconsistent illumination produces changes in
exposure across the image plane.

Colour filter array (CFA) cameras
Nearly all commercially available digital cameras (other
than those using a Foveon sensor, described in the next
section) use a colour filter array positioned directly in front
of a single sensor, capturing separate wavelength bands to
individual pixels. Each pixel therefore contributes to only
one of the colour channels and the values for the other two
channels at that pixel must be interpolated. The process of
interpolating colour values is known as demosaicing. If
rendered images are being produced by the camera, which
is most commonly the case, then demosaicing is performed
by the camera digital signal processor. Alternatively, if RAW
camera data are to be output (in unrendered camera pro-
cessing), then demosaicing will usually be performed later
during RAW conversion (see Chapters 17, 25 and 26).

A number of different CFA patterns have been devel-
oped, but the two most frequently employed are the Bayer
array and the complementary mosaic pattern. These are shown
in Figure 14.4a and b (see also Figure 9.21).

The Bayer array is the most common, consisting of red,
green and blue filters, with twice the number of green to red
and blue filtered pixels. As described in Chapter 9, the
spectral sensitivity of the green filtered pixels most closely
corresponds to the peak luminance sensitivity of the human
visual system, hence the higher allocation, providing better
luminance discrimination. This results in a higher Nyquist
frequency for the green channel than that of the red and blue
channels. Differing Nyquist frequencies produce different
amounts of aliasing across the three channels, appearing as
chromatic aliasing at high spatial frequencies. The effect,
which is indicated by colour fringing, is counteracted by the
use of the OLPF described earlier in this chapter.

The complementary mosaic pattern, used in some digital
still cameras, consists of equal numbers of cyan, magenta,
yellow and green filtered photosites. Because complemen-
tary filters absorb less light than primary filters, these CFAs

(a) (b)

Figure 14.3 (a) Three-sensor camera. (b) Sequential colour camera.

Chapter 14 The Manual of Photography

270

Similar to “three shots” (previous slide)Use three sensors



Use Three Sensors
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a colour image. Similarly, digital image sensors require
some mechanism for the separation of light into different
wavelength bands. There are various methods employed in
digital cameras to achieve colour separation, as introduced
in Chapter 9 and summarized below.

Three-sensor cameras
These early digital cameras employ a beamsplitter, usually
a dichroic prism, to separate the incoming light into three
components (see Figure 14.3). These are directed to three
separate sensors, filtered for red, green and blue wavelengths
respectively. Each sensor produces a monochromatic record
of the filtered light only, corresponding to one of the three
channels of the image. The images from the three separate
sensors require careful registration to produce the full colour
image. Because each sensor produces a full-resolution record
of the image, these cameras do not suffer from chromatic
aliasing typical of cameras using Bayer arrays (see below).
The use of three sensors, however, means that these cameras
are both expensive and bulky.

Sequential colour cameras
These cameras capture successive red, green and blue
filtered exposures, using a colour filter wheel or a tunable
LCD filter to separate the light into the three components
(see Figure 14.3b). The image is then formed by a combi-
nation of the three resulting images. As for three-sensor
cameras, each channel is captured at the full resolution of
the sensor, resulting in very-high-quality images. However,
the colour sequential method is only suitable for static
subjects, because the three channels are captured at slightly
separate times and any misregistration of the subject will
result in colour fringes at edges. An additional problem is
that of illumination, which may vary during the successive
exposures. Therefore, this approach is confined to a limited
number of professional studio cameras.

Scanning backs for large-format cameras have similar
limitations to colour sequential cameras. Most commonly
they employ a trilinear CCD array, which scans across the
image format. All three channels are captured at the same

time in this case, so misregistration of the three channels is
not a problem, but subject movement may result in image
distortion. Inconsistent illumination produces changes in
exposure across the image plane.

Colour filter array (CFA) cameras
Nearly all commercially available digital cameras (other
than those using a Foveon sensor, described in the next
section) use a colour filter array positioned directly in front
of a single sensor, capturing separate wavelength bands to
individual pixels. Each pixel therefore contributes to only
one of the colour channels and the values for the other two
channels at that pixel must be interpolated. The process of
interpolating colour values is known as demosaicing. If
rendered images are being produced by the camera, which
is most commonly the case, then demosaicing is performed
by the camera digital signal processor. Alternatively, if RAW
camera data are to be output (in unrendered camera pro-
cessing), then demosaicing will usually be performed later
during RAW conversion (see Chapters 17, 25 and 26).

A number of different CFA patterns have been devel-
oped, but the two most frequently employed are the Bayer
array and the complementary mosaic pattern. These are shown
in Figure 14.4a and b (see also Figure 9.21).

The Bayer array is the most common, consisting of red,
green and blue filters, with twice the number of green to red
and blue filtered pixels. As described in Chapter 9, the
spectral sensitivity of the green filtered pixels most closely
corresponds to the peak luminance sensitivity of the human
visual system, hence the higher allocation, providing better
luminance discrimination. This results in a higher Nyquist
frequency for the green channel than that of the red and blue
channels. Differing Nyquist frequencies produce different
amounts of aliasing across the three channels, appearing as
chromatic aliasing at high spatial frequencies. The effect,
which is indicated by colour fringing, is counteracted by the
use of the OLPF described earlier in this chapter.

The complementary mosaic pattern, used in some digital
still cameras, consists of equal numbers of cyan, magenta,
yellow and green filtered photosites. Because complemen-
tary filters absorb less light than primary filters, these CFAs

(a) (b)

Figure 14.3 (a) Three-sensor camera. (b) Sequential colour camera.

Chapter 14 The Manual of Photography
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Use three sensors



Multi-Chip Sensing in Astrophysics

�15https://www.sdss.org/dr16/imaging/imaging_basics/https://www.sdss.org/dr16/imaging/imaging_basics/https://www.asahi-spectra.com/opticalfilters/sdss.asp



Vertical Stacking
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Longer-wavelength light penetrates deeper into silicon.

https://www.dpreview.com/articles/1431165397/sigma-dp3-merrill-foveon-75mm-equivalent

Sensitivity(B) = Absorption(B) Sensitivity(G) = Transmittance(B) x Absorption(G)

Sensitivity(R) = Transmittance(B) x Transmittance(G) x Absorption(R)

https://en.wikipedia.org/wiki/Foveon_X3_sensor
https://www.dpreview.com/articles/1431165397/sigma-dp3-merrill-foveon-75mm-equivalent


Color Filtering Array
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Bryce Bayer (1929 — 2012)

https://en.wikipedia.org/wiki/Bayer_filter

Bayer Pattern

https://en.wikipedia.org/wiki/Bryce_Bayer


�18https://pixelcraft.photo.blog/2019/12/18/the-bayer-filter/



Color Filtering Array

Each filter has a unique spectral transmittance function, which characterizes 
the percentage of photons that can get through at each wavelength.

�19https://www.mdpi.com/1424-8220/19/8/1750



Filters Dim Lights
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YR(x, y) = ∫λ
Φ(λ) R(λ) IR(λ) M(λ) CFAR(λ)dλ

Spectral transmittance 
of IR filter

𝚽(𝛌)
R(𝛌)

Spectral transmittance of 
the micro-lenses

Spectral transmittance of the 
red filter in the CFA

https://www.mdpi.com/1424-8220/19/8/1750



Reading Sensor Specification: ONSemi NOII4SM6600A
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NOII4SM6600A

www.onsemi.com
2

SPECIFICATIONS

GENERAL SPECIFICATIONS

Parameter Specification Remarks

Pixel Architecture 3T-Pixel

Pixel Size 3.5 !m x 3.5 !m The resolution and pixel size results in a 7.74 mm x 10.51 mm
optical active area.

Resolution 2210 x 3002

Pixel Rate 40 MHz Using a 40 MHz system clock and 1 or 2 parallel outputs

Shutter Type Electronic Rolling Shutter

Full Frame Rate 5 frames/second Increases with ROI read out and/or subsampling

ELECTRO OPTICAL SPECIFICATIONS

Parameter Specification Remarks

FPN (local) <0.20%, 2 LSB10 %RMS of saturation signal

PRNU (local) <1.5% RMS of signal level

Conversion Gain 43 !V/e- At output (measured)

Output Signal Amplitude 0.6 V At nominal conditions

Saturation Charge 21500 e-

Sensitivity (peak) 411 V.m2/W.s
4.83 V/lux.s

At 650 nm
(85 lux = 1 W/m2)

Sensitivity (visible) 328 V.m2/W.s
2.01 V/lux.s

400-700 nm
(163 lux = 1 W/m2)

Peak QE * FF
Peak Spectral Response

25%
0.13 A/W

Average QE*FF = 22% (visible range)
Average SR*FF = 0.1 A/W (visible range)
See the section Spectral Response Curve on page 4.

Fill Factor 35% Light sensitive part of pixel (measured)

Dark Current 3.37 mV/s
78 e-/s

Typical value of average dark current of the whole pixel array
(at 21°C)

Dark Signal Non Uniformity 8.28 mV/s
191 e-/s

Dark current RMS value (at 21°C)

Temporal Noise 24 RMS e- Measured at digital output (in the dark)

Signal/Noise Ratio 895:1 (40 dB) Measured at digital output (in the dark)

Dynamic Range 59 dB

Spectral Sensitivity Range 400 - 1000 nm

Optical Cross Talk 15%
4%

To the first neighboring pixel
To the second neighboring pixel

Power Dissipation 225 mW Typical (including ADCs)

NOII4SM6600A

www.onsemi.com
3

Spectral Response Curve
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Figure 2. Spectral Response Curve

Figure 2 shows the characteristics of the spectral response.
The curve is measured directly on the pixels. It includes the
effects of nonsensitive areas in the pixel, for example,
interconnection lines. The sensor is light sensitive between

400 and 1000 nm. The peak QE x FF is 25% approximately
650 nm. In view of a fill factor of 35%, the QE is close to
70% between 500 and 700 nm.

Monochromatic sensor

https://www.onsemi.com/pub/Collateral/NOII4SM6600A-D.PDF


Reading Sensor Specification: ONSemi KAF-8300
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KAF−8300

www.onsemi.com
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IMAGING PERFORMANCE

Table 5. OPERATING CONDITIONS
(The Performance Specifications are verified using the following conditions.)

Description Condition − Unless otherwise Noted Notes

Readout Time (tREADOUT) 526 ms Includes tVoverclock & tHoverclock

Integration Time (tINT) 33 ms

Horizontal Clock Frequency 20 MHz

Light Source (LED) Red, Green, Blue, Orange

Mode Integrate − Readout Cycle

Table 6. SPECIFICATIONS  

Description Symbol Min. Nom. Max. Unit Notes
Verification

Plan

ALL DEVICES

Minimum Column MinColumn 575 − − mV 1, 4 Die17

Linear Saturation Signal Ne-SAT 25.5 − − ke- 1, 3, 4 Design18

Charge to Voltage Conversion Q−V 22.5 23.0 − !V/e- Design18

Linearity Error LeLow10
LeLow33
LeHigh

−10
−10
−10

−
−
−

10
10
10

% 2, 5
2, 5

2, 4, 5

Die17

Dark Signal (Active Area Pixels) AA_DarkSig − − 200 e-/s 4, 7 Die17

Dark Signal (Dark Reference Pixels) DR_DarkSig − − 200 e-/s 4, 7 Die17

Readout Cycle Dark Signal Dark_Read − − 15 mV/s Die17

Flush Cycle Dark Signal Dark_Flush − 43 90 mV/s Die17

Dark Signal Non-Uniformity DSNU
DSNU_Step

DSNU_H

−
−
−

1.30
0.14
0.40

3.0
0.5
1.0

mV p-p 4, 8 Die17

Dark Signal Doubling Temperature "T − 5.8 − °C Design18

Dark Reference Difference, 
Active Area

DarkStep −3.5 0.15 3.5 mV 4 Die17

Total Noise Dfld_noi − − 1.08 mV 4, 9 Die17

Total Sensor Noise N − 16 − e- rms 18 Design18

Linear Dynamic Range DR − 64.4 − dB 10 Design18

Horizontal Charge Transfer
Efficiency

HCTE 0.999990 0.999995 − % 4, 12, 20 Die17

Vertical Charge Transfer Efficiency VCTE 0.999997 0.999999 − % 4, 20 Die17

Blooming Protection X_b 1,000 − − x ESAT 13 Design18

Vertical Bloom on Transfer VBloomF −20 − 20 mV 4 Die17

Horizontal Crosstalk H_Xtalk −20 − 20 mV 4 Die17

Horizontal Overclock Noise Hoclk_noi 0 − 1.08 mV 4 Die17

Output Amplifier Bandwidth f−3dB 88 − 159 MHz 4, 15 Die17

Output Impedance, Amplifier ROUT 100 − 180 # Die17

Hclk Feedthru VHFT − − 70 mV 4, 16 Die17

Reset Feedthru VRFT 500 710 1,000 mV Design18

https://www.onsemi.com/pub/Collateral/KAF-8300-D.PDF

KAF−8300

www.onsemi.com
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DEVICE DESCRIPTION

Architecture

Figure 2. Block Diagram (Color)
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3326 Active Pixels (typical active line format)

Last Vccd Phase: V2

16 Active Buffer
4 Blue Pixel Buffer

8 Dark Dummy
39 Dark

6 Dark Dummy
3 Dummy

1 Active (CTE Monitor)
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16 Active Buffer
4 Blue Pixel Buffer
5 Dark Dummy
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4 Virtual Dummy Column
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V1
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1 Active (CTE Monitor)

16 Active Buffer
4 Blue Pixel Buffer
3 Dark Dummy

LODT
LODB

16 Active Buffer
4 Blue Pixel Buffer

8 Dark Dummy
12 Dark

6 Dark Dummy

2504 A
ctive Lines/F

ram
e

Active Image Area 3326 (H) X 2504 (V)
Effective Image Area 3358 (H) X 2536 (V)

5.4 microns X 5.4 microns
4:3 Aspect Ratio

1163 p
ixels

1162 p
ixels

A RGB sensor

Dark current halves as the 
temperature drops by 5.8℃.

https://www.onsemi.com/pub/Collateral/KAF-8300-D.PDF


Reading Sensor Specification: ONSemi KAF-8300
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KAF−8300
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TYPICAL PERFORMANCE CURVES

Figure 7. Typical Quantum Efficiency (Color Version)
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Figure 8. Typical Quantum Efficiency (All Monochrome Versions)
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KAF−8300

www.onsemi.com
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TYPICAL PERFORMANCE CURVES

Figure 7. Typical Quantum Efficiency (Color Version)
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The two green filters have slightly different 
spectral sensitivities!

Having microlenses improves spectral 
sensitivities because the FF improves!

https://www.onsemi.com/pub/Collateral/KAF-8300-D.PDF

https://www.onsemi.com/pub/Collateral/KAF-8300-D.PDF


Reading Sensor Specification: Teledyne Prime-95B
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Specifications Camera Performance

Sensor GPixel GSense 144 BSI CMOS Gen IV, Grade 1 in imaging area

Active Array Size 1200 x 1200 pixels (1.44 Megapixel)

Pixel Area 11µm x 11µm (121µm2)

Sensor Area
13.2mm x 13.2mm

18.7mm diagonal

Peak QE% >95%

Read Noise
1.6e- (Median)

1.8e- (RMS)

Full-Well Capacity
80,000e- (Combined Gain)

10,000e- (High Gain)

Dynamic Range 50,000:1 (Combined Gain)

Bit Depth
16-bit (Combined Gain)

12-bit (High Gain)

Readout Mode
Rolling Shutter

Effective Global Shutter

Binning 2x2 (on FPGA)

Linearity >99.5%

Cooling Performance Sensor Temperature Dark Current

Air Cooled -20ºC @ 25ºC Ambient 0.55e-/pixel/second

Liquid Cooled -25ºC @ 25ºC Ambient 0.3e-/pixel/second

Specification Camera Interface

Digital Interface PCle, USB 3.0

Lens Interface C-Mount

Mounting Points 2x 1/4 “-20 mounting points per side to prevent rotation

Liquid Cooling Quick Disconnect Ports

Triggering Mode Function

Input Trigger Modes

Trigger First: Sequence triggered on first rising edge

Edge: Each frame triggered on rising edge

SMART Streaming: Fast iteration through multiple exposure times

Output Trigger Modes

First Row: Expose signal is high while first row is acquiring data

Any Row: Expose signal is high while any row is acquiring data

All Rows: Effective Global Shutter – Expose signal is high when all rows are acquiring data

                Signal is high for set Exposure time

Rolling Shutter: Effective Global Shutter – Expose signal is high when all rows are acquiring data

                           Signal is High for set Exposure time – Readout Time

Output Trigger Signals Expose Out (up to four signals), Read Out, Trigger Ready

Prime 95B™ Scientific CMOS Camera Datasheet95% Quantum Efficiency

www.photometrics.com
info@photometrics.com / tel: +1 520.889.9933

Distance from C-mount to sensor

Teledyne Photometrics is a registered trademark. Prime 95B is a trademark of Teledyne Photometrics. 
All other brand and product names are the trademarks of their respective owners.

Specifications in this datasheet are subject to change. Refer to the Teledyne Photometrics website for most current specifications.

Prime 95B™ Scientific CMOS Camera Datasheet95% Quantum Efficiency

Accessories (Included)

PCle Card/Cable

USB 3.0 Cable

Trigger Cables

Power Supply

Manuals and QuickStart Guide

Performance and Gain Calibration Test Data

Accessories (Additional)

Liquid Circulator 

Liquid Cooling Tubes

Frame Rate (PCIe interface)

Array Size 16-bit 12-bit

1200 x 1200 40 80

1200 x 512 94 188

1200 x 256 188 374

1200 x 128 374 737
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Being a scientific image sensor, the 
noise performance is much better


