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Most of cameras and smartphone allow you to shoot in RAW, i.e., exporting 
RAW images without any post-processing (in camera-native RGB space). 

Otherwise, images/videos you get are compressed in the color space of the 
output device, mostly sRGB.
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 30-second video @ 1080p resolution (1920 x 1080 pixels per frame) @ 30 frames per second (FPS) 
 3 colors per pixel + 1 byte per color → 6.2 MB/frame → 6.2 MB x 30 s x 30 FPS = 5.2 GB total size 
 Actual H.264 video file size: 65.4 MB (80-to-1 compression ratio). 
 Compression/encoding done in real-time without you even realizing it!

Numbers credit: Kayvon Fatahalian



�5https://www.newscaststudio.com/2017/12/27/live-video-streaming-low-latency-codec/ https://inplayer.com/10-best-mobile-live-streaming-apps-2020/



Basic Concepts and Ideas of (Any) Compression

Goal: reduce data size while maintaining high (visual) quality 

Lossless compression vs. lossy compression 

Two main techniques: 
• Lossless: removing redundancies. 

• Lossy: sacrificing “unimportant” details. In the context of image/video compression, 
“importance” is usually dictated by human perception.
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Encoder DecoderInput image/video 
(Producer)

Compressed 
data (transmit 

or store)

Output image/video 
(Consumer)



Image and Video Compression in Hardware

�7https://forums.developer.nvidia.com/t/supported-recommended-rtos-for-jetson-xavier/76623

Nvidia 
Xavier SoC



Image and Video Compression in Hardware

�8https://techcrunch.com/2017/12/06/qualcomms-snapdragon-845-focuses-on-ai-vr-and-battery-life/

Qualcomm 
Snapdragon 

845
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JPEG Image 
Compression



Two Big Ideas in JPEG Image Compression

JPEG is lossy, so must choose wisely what information to sacrifice. 

Idea 1: retain luminance; subsample “colors”. 
• Luminance (brightness) encodes visual details. 

• We are more sensitive to brightness differences than to chromatic differences; we can 
afford to lose information in colors, but not so much in luminance. 

Idea 2: retain low frequency information; sacrifice high frequency information. 
• Human visual system has a frequency threshold (photoreceptors are doing spatial 

sampling), and high-frequency information looks “busy”/“noisy” anyway, so a bit of 
inaccuracy/corruption in pixel values isn’t very noticeable.
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How Do We Separate Luminance and “Colors”

Recall Hering’s Opponent Processes: 
• Red-Green, Blue-Yellow, Light-Dark 

The perceptual opponent space is not a linear 
transformation from, say, cone space 

• There are neural opponent spaces that are linear 
w.r.t. cone space (e.g., the DKL space) 

JPEG uses an empirical perceptual opponent 
space that is a linear transformation from 
sRGB
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The CbCr plane 
at Y′=0.5

https://en.wikipedia.org/wiki/YCbCr



JPEG’s Y’CbCr Color Space
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RGB

Y’

Cb

Cr

Gamma-corrected RGB 
values within [0, 255]8-bit values 

within [0, 255]

“Luma”

“Chroma”

* Gamma correction here means the RGB values are not luminance-linear



Chroma Subsampling (Lossy)

Downsample the two chroma components but keep luma unchanged.
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Chroma Subsampling (Lossy)

�14https://www.cined.com/chroma-subsampling/



Examples

�15https://en.wikipedia.org/wiki/Chroma_subsampling



HVS is sensitive to blurring in dark-light channel

�16Wandell, 1995

Blur dark-light channel Blur red-green channel Blur yellow-blue channel



Subsampling in RAW RGB Space?

A bayer filter is a simple form of directly subsampling in the RGB color 
space. Details are visibly lost — that’s why we need demosaicking!

�17https://storage.googleapis.com/hdrplusdata/20171106_subset/gallery_20171023/0006_20160722_115157_431.jpg



High-Frequency Information Compression

There is a highest frequency threshold beyond which human visual system 
can’t see. 

• Because photoreceptors are performing a spatial sampling 

RGB/Y’CbCr represent spatial domain information. Convert to frequency 
domain for compression. 

Recall Fourier transform: any periodic function can be exactly represented as 
a weighted sum of simple sinusoids.
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Decomposing 2D Signals
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=

https://www.theverge.com/2016/8/2/12351210/ferrari-488-spider-supercar-test-drive

…

…

……

W[2, -2] x W[2, -1] x W[2, 0] x W[2, 1] x W[2, 2] x

+ + + + +
W[1, -2] x W[1, -1] x W[1, 0] x W[1, 1] x W[1, 2] x

+ + + + +
W[0, -2] x W[0, -1] x W[0, 0] x W[0, 1] x W[0, 2] x

+ + + + +
W[-1, -2] x W[-1, -1] x W[-1, 0] x W[-1, 1] x W[-1, 2] x

+ + + + +
W[-2, -2] x W[-2, -1] x W[-2, 0] x W[-2, 1] x W[-2, 2] x

+ + + + +



High-Frequency Information Compression

JPEG uses Discrete Cosine Transformation (DCT), just a different set of basis 
functions than what Discrete Fourier Transform uses. 

• DCT (in image compression): any 8 ×8 zero-centered image can be represented by a 
weighted sum of the 64 8×8 images (basis functions).
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Basis 
Functions 

used in DFT

Basis 
Functions 

used in DCT



Weights 
(coefficients)

DCT (Lossless)
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Gu,v =
1
4

α(u)α(v)
7

∑
x=0

7

∑
y=0

gx,ycos[
(2x + 1)uπ

16
]cos[

(2y + 1)vπ
16

]

8x8 block. Done 
on Y’, Cb, Cr 
separately.

Zero-
centered 

G7, 7https://en.wikipedia.org/wiki/JPEG#Discrete_cosine_transform

G0, 0



DCT (Lossless)

Calculating the DCT coefficients is mathematically lossless, but could be 
lossy if the computation isn’t done using enough precision. 

• Often 16-bit computation is needed even for 8-bit images.
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The 8x8 basis functions. Fixed, 
so no need to encode.

Weights (coefficients)

X=

An 8x8 block.

https://en.wikipedia.org/wiki/JPEG#Discrete_cosine_transform



Bu,v = round(
Gu,v

Qu,v
)

Quantized coefficients

Coefficient Quantization (Lossy)
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Weights (coefficients)

Quantization matrix (fixed, no need to encode)

B and G aren’t equivalent (lossy), but B 
is small fix-point numbers and thus 

requires fewer bits to encode.

https://en.wikipedia.org/wiki/JPEG#Discrete_cosine_transform



Quantization Matrix
JPEG standard specifies different quantization matrices at 
different quality levels. Lower quality means larger magnitudes 
in the matrix (quantize more). 

• The exact values in the matrix are derived from modeling human 
perception to different frequencies.
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Quantization matrix
Low-frequency weights are smaller, and high-

frequency weights are larger. As a result, 
quantization zeros out most of the high-
frequency coefficients — a good thing!

https://en.wikipedia.org/wiki/JPEG#Discrete_cosine_transform



Entropy Encoding (Lossless)

1. Reorder quantized coefficients in zig-zag order, which orders the 
frequencies in the ascending order. 

- Why zig-zag? Look at the pattern in the basis function.

�25https://en.wikipedia.org/wiki/JPEG#Discrete_cosine_transform



Entropy Encoding (Lossless)

1. Reorder quantized coefficients in zig-zag order, which orders the 
frequencies in the ascending order. 

2. Apply run-length encoding. Compresses zeros. 

3. Apply Huffman coding (or arithmetic coding) to compress the rest.
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https://en.wikipedia.org/wiki/Run-length_encoding



JPEG Algorithm Recap

A combination of lossless and lossy techniques. 

1. Gamma encode RGB values. 

2. Convert image to Y’CbCr color space. 

3. Chroma subsampling. 

4. For each channel (Y’, Cb, Cr) 
A. For each 8x8 pixel block 

1. Compute DCT coefficients 

2. Quantize DCT coefficients 

3. Entropy encoding
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Evenly encode perceived brightness, not 
luminance. Lossy due to quantization errors, 

but it’s not unique to JPEG compression.

Human eyes are sensitive to luminance 
difference but not chrominance.

Human eyes are insensitive to defects 
in high-frequency information, but not 

low-frequency information.



Compression Quality

�28https://en.wikipedia.org/wiki/JPEG

Quality level (Q) = 100 
Compression ratio: 2.7 : 1

Quality level (Q) = 25 
Compression ratio: 23 : 1

Quality level (Q) = 1 
Compression ratio: 144 : 1

Severe blocking 
artifacts

Color is off (chroma 
subsampling artifacts)

Start seeing quantization 
artifact (blocking)



Image Compression Summary

JPEG is lossy (chroma subsampling and coefficient quantization). 
• PNG and TIFF are lossless compression standards. 

Quantization artifacts are most visible across edges and sharp corners (high 
frequency areas), where information loss is the greatest. 

• For this reason, JPEG isn’t good for compressing drawings and graphics. Co-designing 
graphics algorithms with compression algorithms? 

The compressing (encoding) and uncompressing (decoding) system (software 
and hardware) is called the “codec”, which are most definitely done 
specialized hardware. Your smartphone has one.
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Video 
Compression



Video Compression

Compressing a sequence of continuous frames together. 

What about compressing each image using JPEG? 

That’s what Motion-JPEG (M-JPEG) does. 
• Support by most video codecs, but not widely used. 

• Not well-standardized. 

• Not very efficient. 

• Fundamentally, compressing image individually ignores the temporal dimension in a 
video.

�31



Common Video Compression Standards

MPEG-2 part 2, a.k.a., H.262. 
• Old but still widely used. 

MPEG-4 part 10, a.k.a., H.264 or Advanced Video Coding (AVC). 
• Most widely used; 91% of video industry developers (9/2019); mandated by blue-ray. 

MPEG-H part 2, a.k.a., H.265 or High Efficiency Video Coding (HEVC). 
• Gradually taking over
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Common Video Compression Standards

There are usually different “profiles” and “levels” within each MPEG 
standard. 

• Profiles refer to different algorithmic choices; levels refer to different parameter choices 

MPEG standards don’t define the encoding process, but defines the format 
of a coded stream and the decoding process. 

• You can implement your own H264 encoder/compression algorithm as long as the 
compressed format complies with the standard. 

VP8/VP9, from Google, open-sourced; compete with H.264 and H.265.
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Container Format

A container format bundles different data types, e.g., video, audio, subtitles. 

Perhaps the most commonly used container format is .mp4, which is defined 
in MPEG-4 Part 14. 

• Supports H.264 and H.265 video encoding and MPEG-4 Part 3 audio encoding. 

• How many of you owned a “MP4 player”?! Can you imagine we use to buy devices that 
do nothing but playing .mp4 files?
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Extension for 
audio only file

https://www.amazon.com/Original-Appleipod-Compatible-Gigabyte-Classic/dp/B07Z64J2T1



Video Compression: The Big Ideas
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MPEG

Apart from scene changes, there is a statistical likelihood 
that successive pictures in a video sequence are very 
similar. In fact, it is necessary that successive pictures 
are mostly similar: If this were not the case, human 
vision could make no sense of the sequence! 

The M in MPEG stands for moving, 
not motion! If you read a document 
that errs in this detail, the accuracy 
of the document is suspect! 

The efficiency of transform coding can be increased 
by a factor of 10 or more by exploiting the inherent 
temporal redundancy of video. The MPEG standard was 
developed by the Moving Picture Experts Group within 
ISO and IEC. In MPEG, intra-frame compression is used 
to provide an initial, self-contained picture – a reference 
picture, upon which predictions of succeeding pictures 
can be based. The encoder then transmits pixel differ-
ences, that is, prediction errors, or residuals – from the 
reference, as sketched in Figure 16.1. The method is 
termed interframe coding. (In interlaced video, differ-
ences between fields may be used, so the method is 
more accurately described as interpicture coding.) 

Once a reference picture has been received by the 
decoder, it provides a basis for predicting succeeding 
pictures. This estimate is improved when the decoder 
receives the residuals. The scheme is effective provided 
that the residuals can be coded more compactly than 
the raw picture information. 

Motion in a video sequence causes displacement of 
scene elements with respect to the image array. A fast-
moving image element may easily move 20 pixels in 
one frame time. In the presence of motion, a pixel at a 
certain location may take quite different values in 
successive pictures. Motion is liable to cause prediction 

∆1 ∆2 ∆3 ∆4 ∆5 ∆6 ∆7 ∆8

Reference 
value

Figure 16.1 Interpicture coding exploits the similarity between successive pictures in video. First, 
a reference picture is transmitted (typically using intrapicture compression). Then, pixel differ-
ences to successive pictures are computed by the encoder and transmitted. The decoder recon-
structs successive pictures by accumulating the differences. The scheme is effective provided that 
the difference information can be coded more compactly than the raw picture information. 

Intra-frame 
compression 
(Compressed 
individually)

Inter-frame compression 
(Compressed as deltas/residuals 

w.r.t., to the reference frame)

https://www.researchgate.net/figure/Comparison-of-Optical-Flow-and-Scene-Flow-For-four-stereo-images-of-a-traffic-scene-top_fig1_322500134

Provided that residuals can be encoded 
more compactly than the image itself.

Figure 16.2, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Residuals
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9 9
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9 9

9 9

Motion 
vector: [2, 2]

Residual

9 9

9 9

Encode 
both!



Search 
window

Motion Estimation
In MPEG video compression, motion estimation is done using the block 
matching algorithm, which operates at the granularity of macroblocks (MB), 
and uses some form of absolute difference as the cost function.
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MB

SAD =
1

∑
i=0

1

∑
j=0

|Cij − Rij |

The MB in the search window that has 
the lowest SAD wins. Each MB is 

associated with a motion vector (MV).

Reference Frame Current Frame



Motion Vectors

A frame from a still camera 
capturing a moving person. Each 
arrow represents the MV of a 8x8 
MB. 

Motion vectors can be used to 
inferred the scene: object 
detection, tracking, etc.
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Why do these pixels 
have zero motion?

Looking at just the MVs (not the image itself), 
can you guess where the object is moving?

Euphrates: Algorithm-SoC Co-Design for Low-Power Mobile Continuous Vision, ISCA 2018



Motion Estimation Heuristics

Exhaustive search (ES) is costly. Lots of heuristics are proposed. Always a 
trade-off between accuracy vs. compute efficiency. 

Three step search (TSS) is a classic heuristics that adaptively narrows the 
search range (coarse-to-fine search).
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D= 15
In ES, 255 MBs are to be searched if the search 

window size is 15x15. With TSS, only 25 MBs are 
searched. 25X speed-up.

Motion 
vector: [3, 7]



Encoding Residuals

Motion estimation will most likely not find a perfect match, i.e., the cost 
function will not be 0. Therefore, the residuals must still be encoded. 

The residuals form a residual image, which is encoded in a JPEG-like fashion. 
• The quantization matrices are usually different from the ones used in encoding images.

�40

9 8 1 3

7 6 9 0

1 1 9 0

1 9 1 2

1 3 8 8

8 1 6 6

9 2 1 1

2 2 1 9

0 0 -1 0

-1 1 -1 0

0 2 0 0

1 0 0 0

Frame t Frame t+1 Residual

1, 00, 1

1, 00, 1

Motion vectors



Encoding Motion Vectors

Motion vectors of nearby MBs are often correlated (rigid objects). 

Idea: use nearby MVs to estimate/predict the current MV, compute the 
residuals, and encode the MV residuals.
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B C

EA MVE ~= (MVA + MVB + MVC)/3



Inter-Frame Encoding Flow
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Reference 
Frame

Current 
Frame

Motion 
Estimation

Motion 
Vectors

+

- Residuals

(Motion) 
Predicted Frame

A fancy name is “motion 
compensated interpolation”

“Prediction”

Data that needs 
to be encoded



Reference Frame Choice

In MPEG, a video is partitioned into successive groups of pictures (GoPs), 
each of which contains a sequence of successive frames.
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error information to grow in size to the point where the 
advantage of interframe coding would be negated. 

One form of motion-compensated 
prediction forms an integer-valued 
MV, and copies a block of pixels 
from a reference picture for use as 
a prediction block. A more sophisti-
cated form computes motion vectors 
to half-pixel precision, and interpo-
lates between reference pixels (for 
example, by averaging). The latter is 
motion-compensated interpolation. 
Although the simple technique 
involves just copying, it’s also called 
interpolation. 

However, image elements tend to retain their spatial 
structure even when moving. MPEG overcomes the 
problem of motion between pictures by using motion-
compensated prediction (MCP). The encoder is equipped 
with motion estimation (ME) circuitry that computes 
motion vectors. The encoder then displaces the pixel 
values of the reference picture by the estimated 
motion – a process called motion compensated interpo-
lation – then computes residuals from the motion-
compensated reference. The encoder compresses the 
residuals using a JPEG-like technique, then transmits 
the motion vectors and the compressed residuals. 

Based upon the received motion vectors, the decoder 
mimics the motion compensated interpolation of the 
encoder to obtain a predictor much more effective than 
the undisplaced reference picture. The received residuals 
are then applied (by simple addition) to reconstruct an 
approximation of the encoder’s picture. 

The MPEG suite of standards specifies the properties 
of a compliant bitstream and the algorithms that are 
implemented by a decoder. Any encoder that produces 
compliant (“legal”) bistreams is considered MPEG-
compliant, even if it produces poor-quality images. 

Picture coding types (I, P, B)

When encoding interlaced source 
material, an MPEG-2 encoder can 
choose to code each field as 
a picture or each frame as 
a picture, as I will describe on 
page 518. In this chapter, and in 
Chapter 47, the term picture can 
refer to either a field or a frame. 

In MPEG, a video sequence is partitioned into succes-
sive groups of pictures (GoPs). The first picture in each 
GoP is coded using a JPEG-like algorithm, indepen-
dently of other pictures. This is an intra or I-picture. 
Once reconstructed, an I-picture becomes a reference 
picture available for use in predicting neighboring 
(nonintra) pictures. The example GoP sketched in 
Figure 16.2 above comprises nine pictures. 

Figure 16.2 An MPEG group of 
pictures (GoP). The GoP depicted 
here has nine pictures, numbered 
0 through 8. Picture 9 is the first 
picture of the next GoP. I-picture 0 
is decoded from the coded data 
depicted as a green block. Here, 
the intra-count (n) is 9. 

1 GoP

Figure 16.2, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Reference Frame Choice

Each GoP has three (mutually exclusive) kinds of frames: 
• An I-frame is intra-compressed and is a reference frame. 

• A P-frame is a frame that is predicted from a reference frame, and itself can be used as a 
reference frame.
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A P-picture contains elements that are predicted 
from the most recent anchor frame. Once a P-picture is 
reconstructed, it is displayed; in addition, it becomes 
a new anchor. I-pictures and P-pictures form a two-
layer hierarchy. An I-picture and two dependent 
P-pictures are depicted in Figure 16.3 above. 

The term bidirectional prediction was 
historically used, suggesting reverse 
and forward directions in time. It is 
often the case that pairs of motion 
vectors associated with B-pictures 
point in opposite directions in the 
image plane. In H.264, the term 
bipredictive is used, and is more 
accurate in H.264’s context. 

MPEG provides an optional third hierarchical level 
whereby B-pictures may be interposed between anchor 
pictures. Elements of a B-picture are typically 
bipredicted by averaging motion-compensated elements 
from the past reference picture and motion-compen-
sated elements from the future reference picture. (At 
the encoder’s discretion, elements of a B-picture may 
be unidirectionally forward-interpolated from the 
preceding reference, or unidirectionally backward-
predicted from the following reference.) Each B-picture 
is reconstructed, displayed, then discarded: No 
decoded B-picture forms the basis for any prediction. 
Using B-pictures delivers a substantial gain in compres-
sion efficiency compared to encoding with just I- and 
P-pictures, but incurs a coding latency. 

Figure 16.4 below depicts two B-pictures. 

Figure 16.3 An MPEG 
P-picture contains elements 
forward-predicted from a pre-
ceding reference picture, which 
may be an I-picture or 
a P-picture. Here, a P-picture 
(3) is predicted from an 
I-picture (0). Once decoded, 
that P-picture becomes the 
predictor for a following 
P-picture (6). 

 I/P
 I/P

Figure 16.4 An MPEG 
B-picture is generally predicted 
from the average of the 
preceding reference picture 
and the following (“future”) 
reference picture. (At the 
encoder’s option, a B-picture 
may be unidirectionally 
forward-predicted from the 
preceding reference, or unidi-
rectionally backward-predicted 
from the following reference.) 
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error information to grow in size to the point where the 
advantage of interframe coding would be negated. 

One form of motion-compensated 
prediction forms an integer-valued 
MV, and copies a block of pixels 
from a reference picture for use as 
a prediction block. A more sophisti-
cated form computes motion vectors 
to half-pixel precision, and interpo-
lates between reference pixels (for 
example, by averaging). The latter is 
motion-compensated interpolation. 
Although the simple technique 
involves just copying, it’s also called 
interpolation. 

However, image elements tend to retain their spatial 
structure even when moving. MPEG overcomes the 
problem of motion between pictures by using motion-
compensated prediction (MCP). The encoder is equipped 
with motion estimation (ME) circuitry that computes 
motion vectors. The encoder then displaces the pixel 
values of the reference picture by the estimated 
motion – a process called motion compensated interpo-
lation – then computes residuals from the motion-
compensated reference. The encoder compresses the 
residuals using a JPEG-like technique, then transmits 
the motion vectors and the compressed residuals. 

Based upon the received motion vectors, the decoder 
mimics the motion compensated interpolation of the 
encoder to obtain a predictor much more effective than 
the undisplaced reference picture. The received residuals 
are then applied (by simple addition) to reconstruct an 
approximation of the encoder’s picture. 

The MPEG suite of standards specifies the properties 
of a compliant bitstream and the algorithms that are 
implemented by a decoder. Any encoder that produces 
compliant (“legal”) bistreams is considered MPEG-
compliant, even if it produces poor-quality images. 

Picture coding types (I, P, B)

When encoding interlaced source 
material, an MPEG-2 encoder can 
choose to code each field as 
a picture or each frame as 
a picture, as I will describe on 
page 518. In this chapter, and in 
Chapter 47, the term picture can 
refer to either a field or a frame. 

In MPEG, a video sequence is partitioned into succes-
sive groups of pictures (GoPs). The first picture in each 
GoP is coded using a JPEG-like algorithm, indepen-
dently of other pictures. This is an intra or I-picture. 
Once reconstructed, an I-picture becomes a reference 
picture available for use in predicting neighboring 
(nonintra) pictures. The example GoP sketched in 
Figure 16.2 above comprises nine pictures. 

Figure 16.2 An MPEG group of 
pictures (GoP). The GoP depicted 
here has nine pictures, numbered 
0 through 8. Picture 9 is the first 
picture of the next GoP. I-picture 0 
is decoded from the coded data 
depicted as a green block. Here, 
the intra-count (n) is 9. 

The I-frame
A P-frame, predicted from the 

I-frame, and becomes a 
reference frame itself

Another P-frame, predicted 
from P-frame 3, and is not 
used as a reference frame.

1 GoP

Figure 16.2/16.3, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Reference Frame Choice

Each GoP has three (mutually exclusive) kinds of frames: 
• An I-frame is intra-compressed and is a reference frame. 

• A P-frame is a frame that is predicted from a reference frame, and itself can be used as a 
reference frame. 

• A B-frame is a frame that is predicted from two reference frames (because the residuals 
are smaller that way), but itself can’t be used as a reference frame.
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error information to grow in size to the point where the 
advantage of interframe coding would be negated. 

One form of motion-compensated 
prediction forms an integer-valued 
MV, and copies a block of pixels 
from a reference picture for use as 
a prediction block. A more sophisti-
cated form computes motion vectors 
to half-pixel precision, and interpo-
lates between reference pixels (for 
example, by averaging). The latter is 
motion-compensated interpolation. 
Although the simple technique 
involves just copying, it’s also called 
interpolation. 

However, image elements tend to retain their spatial 
structure even when moving. MPEG overcomes the 
problem of motion between pictures by using motion-
compensated prediction (MCP). The encoder is equipped 
with motion estimation (ME) circuitry that computes 
motion vectors. The encoder then displaces the pixel 
values of the reference picture by the estimated 
motion – a process called motion compensated interpo-
lation – then computes residuals from the motion-
compensated reference. The encoder compresses the 
residuals using a JPEG-like technique, then transmits 
the motion vectors and the compressed residuals. 

Based upon the received motion vectors, the decoder 
mimics the motion compensated interpolation of the 
encoder to obtain a predictor much more effective than 
the undisplaced reference picture. The received residuals 
are then applied (by simple addition) to reconstruct an 
approximation of the encoder’s picture. 

The MPEG suite of standards specifies the properties 
of a compliant bitstream and the algorithms that are 
implemented by a decoder. Any encoder that produces 
compliant (“legal”) bistreams is considered MPEG-
compliant, even if it produces poor-quality images. 

Picture coding types (I, P, B)

When encoding interlaced source 
material, an MPEG-2 encoder can 
choose to code each field as 
a picture or each frame as 
a picture, as I will describe on 
page 518. In this chapter, and in 
Chapter 47, the term picture can 
refer to either a field or a frame. 

In MPEG, a video sequence is partitioned into succes-
sive groups of pictures (GoPs). The first picture in each 
GoP is coded using a JPEG-like algorithm, indepen-
dently of other pictures. This is an intra or I-picture. 
Once reconstructed, an I-picture becomes a reference 
picture available for use in predicting neighboring 
(nonintra) pictures. The example GoP sketched in 
Figure 16.2 above comprises nine pictures. 

Figure 16.2 An MPEG group of 
pictures (GoP). The GoP depicted 
here has nine pictures, numbered 
0 through 8. Picture 9 is the first 
picture of the next GoP. I-picture 0 
is decoded from the coded data 
depicted as a green block. Here, 
the intra-count (n) is 9. 

1 GoP
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A P-picture contains elements that are predicted 
from the most recent anchor frame. Once a P-picture is 
reconstructed, it is displayed; in addition, it becomes 
a new anchor. I-pictures and P-pictures form a two-
layer hierarchy. An I-picture and two dependent 
P-pictures are depicted in Figure 16.3 above. 

The term bidirectional prediction was 
historically used, suggesting reverse 
and forward directions in time. It is 
often the case that pairs of motion 
vectors associated with B-pictures 
point in opposite directions in the 
image plane. In H.264, the term 
bipredictive is used, and is more 
accurate in H.264’s context. 

MPEG provides an optional third hierarchical level 
whereby B-pictures may be interposed between anchor 
pictures. Elements of a B-picture are typically 
bipredicted by averaging motion-compensated elements 
from the past reference picture and motion-compen-
sated elements from the future reference picture. (At 
the encoder’s discretion, elements of a B-picture may 
be unidirectionally forward-interpolated from the 
preceding reference, or unidirectionally backward-
predicted from the following reference.) Each B-picture 
is reconstructed, displayed, then discarded: No 
decoded B-picture forms the basis for any prediction. 
Using B-pictures delivers a substantial gain in compres-
sion efficiency compared to encoding with just I- and 
P-pictures, but incurs a coding latency. 

Figure 16.4 below depicts two B-pictures. 

Figure 16.3 An MPEG 
P-picture contains elements 
forward-predicted from a pre-
ceding reference picture, which 
may be an I-picture or 
a P-picture. Here, a P-picture 
(3) is predicted from an 
I-picture (0). Once decoded, 
that P-picture becomes the 
predictor for a following 
P-picture (6). 

 I/P
 I/P

Figure 16.4 An MPEG 
B-picture is generally predicted 
from the average of the 
preceding reference picture 
and the following (“future”) 
reference picture. (At the 
encoder’s option, a B-picture 
may be unidirectionally 
forward-predicted from the 
preceding reference, or unidi-
rectionally backward-predicted 
from the following reference.) 

Two B-frames. Usually a B-frame is 
predicted from the average of the 
two reference frames (but could 
also take a weighted average).

Figure 16.2/16.4, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Reordering Frames in a GoP

�46

I0B1B2P3B4B5P6B7B8

Bad for live streaming/teleconferencing!!! 
1. When encoding, need to buffer B1 and B2 

before P3 arrives (e.g., from camera). 
2. When decoding, need to buffer B1 and B2 

before P3 arrives (e.g., from Internet).

I0P3B1B2P6B4B5(I9)B7B8

Solution: reorder frames during transmission!
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The three-level MPEG picture hierarchy is summa-
rized in Figure 16.5 above; this example has the struc-
ture IBBPBBPBB. 

A 15-frame “long” GoP structured 
IBBPBBPBBPBBPBB is common for 
broadcasting. A sophisticated 
encoder may produce irregular 
GoP patterns. 

A simple encoder typically produces a bitstream 
having a fixed schedule of I-, P-, and B-pictures. A typ-
ical GoP structure is denoted IBBPBBPBBPBBPBB. At 
30 pictures per second, there are two such GoPs per 
second. Periodic GoP structure can be described by 
a pair of integers n and m; n is the number of pictures 
from one I-picture (inclusive) to the next (exclusive), 
and m is the number of pictures from one anchor 
picture (inclusive) to the next (exclusive). If m = 1, there 
are no B-pictures. Figure 16.5 shows a regular GoP 
structure with an I-picture interval of n = 9 and an 
anchor-picture interval of m = 3. The m = 3 component 
indicates two B-pictures between anchor pictures. 
Rarely do more than 2 B-pictures intervene between 
reference pictures. 

Coded B-pictures in a GoP depend upon P- and 
I-pictures; coded P-pictures depend upon earlier 
P-pictures and I-pictures. Owing to these interdepen-
dencies, an MPEG sequence cannot be edited, except 
at GoP boundaries, unless the sequence is decoded, 
edited, and subsequently reencoded. MPEG is very suit-

Figure 16.5 The three-level 
MPEG picture hierarchy. This 
sketch shows a regular GoP 
structure with an I-picture 
interval of n=9, and a reference 
picture interval of m=3. This 
example represents a simple 
encoder that emits a fixed 
schedule of I-, B-, and 
P-pictures; this structure can be 
described as IBBPBBPBB. The 
example shows an open GoP: 
B-pictures following the GoP’s 
last P-picture are permitted to 
use backward prediction from 
the I-picture of the following 
GoP. Such prediction precludes 
editing of the bitstream 
between GoPs. A closed GoP 
permits no such prediction, so 
the bitstream can be edited 
between GoPs. Closed GoPs 
lose some efficiency. 

Figure 16.5, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Incorporating the Decoder in the Encoder

B1 is generated from I0 and P3, but both 
I0 and P3 themselves are compressed in a 
lossy fashion. What the decoder sees are 
the lossy versions I0’ and P3’. 

This means we should really predict/
motion-estimate B1 from I0’ and P3’. 

How? Incorporate the decoder in the 
encoder so that we use I0’ and P3’ exactly 
as how decoder will see them.

�47
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The three-level MPEG picture hierarchy is summa-
rized in Figure 16.5 above; this example has the struc-
ture IBBPBBPBB. 

A 15-frame “long” GoP structured 
IBBPBBPBBPBBPBB is common for 
broadcasting. A sophisticated 
encoder may produce irregular 
GoP patterns. 

A simple encoder typically produces a bitstream 
having a fixed schedule of I-, P-, and B-pictures. A typ-
ical GoP structure is denoted IBBPBBPBBPBBPBB. At 
30 pictures per second, there are two such GoPs per 
second. Periodic GoP structure can be described by 
a pair of integers n and m; n is the number of pictures 
from one I-picture (inclusive) to the next (exclusive), 
and m is the number of pictures from one anchor 
picture (inclusive) to the next (exclusive). If m = 1, there 
are no B-pictures. Figure 16.5 shows a regular GoP 
structure with an I-picture interval of n = 9 and an 
anchor-picture interval of m = 3. The m = 3 component 
indicates two B-pictures between anchor pictures. 
Rarely do more than 2 B-pictures intervene between 
reference pictures. 

Coded B-pictures in a GoP depend upon P- and 
I-pictures; coded P-pictures depend upon earlier 
P-pictures and I-pictures. Owing to these interdepen-
dencies, an MPEG sequence cannot be edited, except 
at GoP boundaries, unless the sequence is decoded, 
edited, and subsequently reencoded. MPEG is very suit-

Figure 16.5 The three-level 
MPEG picture hierarchy. This 
sketch shows a regular GoP 
structure with an I-picture 
interval of n=9, and a reference 
picture interval of m=3. This 
example represents a simple 
encoder that emits a fixed 
schedule of I-, B-, and 
P-pictures; this structure can be 
described as IBBPBBPBB. The 
example shows an open GoP: 
B-pictures following the GoP’s 
last P-picture are permitted to 
use backward prediction from 
the I-picture of the following 
GoP. Such prediction precludes 
editing of the bitstream 
between GoPs. A closed GoP 
permits no such prediction, so 
the bitstream can be edited 
between GoPs. Closed GoPs 
lose some efficiency. 

Figure 16.5, Digital Video and HDTV Algorithms and Interfaces, Charles Poynton



Intra-Frame Encoding (Spatial Prediction)

Prior to H.264, I-frames are simply compressed using JPEG-like techniques. 

Starting from H.264, I-frames macroblocks are spatially predicted, exploring 
the observations that spatially adjacent pixels are strongly correlated. 

• Again residuals are then encoded (same as in predicted frames).
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4x4 luma block to be predicted

Figure 6.9 4 × 4 luma block to be predicted

M A B C D E F G H
I
J
K
L

a b c d
e f g h
i j k l
m n o p

Mode 0 (Vertical) The upper samples A,B,C,D are extrapolated vertically.
Mode 1 (Horizontal) The left samples I,J,K,L are extrapolated horizontally.
Mode 2 (DC) All samples in P are predicted by the mean of samples A..D and I..L.
Mode 3 (Diagonal Down-Left) The samples are interpolated at a 45◦ angle between lower-left and

upper-right.
Mode 4 (Diagonal Down-Right) The samples are extrapolated at a 45◦ angle down and to the right.
Mode 5 (Vertical-Left) Extrapolation at an angle of approximately 26.6◦ to the left of

vertical, i.e. width/height = 1/2.
Mode 6 (Horizontal-Down) Extrapolation at an angle of approximately 26.6◦ below horizontal.
Mode 7 (Vertical-Right) Extrapolation or interpolation at an angle of approximately 26.6◦ to

the right of vertical.
Mode 8 (Horizontal-Up) Interpolation at an angle of approximately 26.6◦ above horizontal.

Figure 6.10 Labelling of prediction samples, 4 × 4 prediction
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2 (DC)0 (vertical) 1 (horizontal) 4 (diagonal down-right)3 (diagonal down-left)

5 (vertical-right) 7 (vertical-left) 8 (horizontal-up)6 (horizontal-down)

Figure 6.11 4 × 4 intra prediction modesModes for spatially-predicting a 4x4 tile
Figure 6.11, The H.264 advanced video compression standard, Iain E. Richardson



H.264 Encoding Architecture
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A
Original
Frame

Video
Encoder Coded Bitstream Video

Decoder

A'0 A'

ReconstructPredict

A'0

Predict

A'
Decoded

FrameDisplay

Store for future predictions
A'

Coded Picture
Buffer CPB

Decoded Picture
Buffer DPB

Figure 4.3 Video codec: high level view

encoded into the H.264 format, a series of bits that represents the video in compressed form.
This compressed bitstream is stored or transmitted and can be decoded to reconstruct the video
sequence. The decoded version is, in general, not identical to the original sequence because
H.264 is a lossy compression format, i.e. some picture quality is lost during compression.

A frame or field to be coded, e.g. Frame A in Figure 4.3, is processed by an H.264-compatible
video encoder. As well as coding and sending the frame as part of the coded bitstream or coded
file, the encoder reconstructs the frame, i.e. creates a copy of the decoded frame A’ that will
eventually be produced by the decoder. This reconstructed copy may be stored in a coded
picture buffer, CPB, and used during the encoding of further frames. The decoder receives the
coded bitstream and decodes frame A’ for display or further processing. At the same time,
the decoder may store a copy of frame A’ in a decoded picture buffer, DPB, to be used during
the decoding of further frames.

The structure of a typical H.264 codec is shown in Figure 4.4 (encoder) and Figure 4.5
(decoder) in slightly more detail. Data is processed in units of a macroblock (MB) corre-
sponding to 16 × 16 displayed pixels. In the encoder, a prediction macroblock is generated
and subtracted from the current macroblock to form a residual macroblock; this is transformed,
quantized and encoded. In parallel, the quantized data are re-scaled and inverse transformed
and added to the prediction macroblock to reconstruct a coded version of the frame which
is stored for later predictions. In the decoder, a macroblock is decoded, re-scaled and in-
verse transformed to form a decoded residual macroblock. The decoder generates the same

Form
prediction

Transform
+ quantize

Inverse
transform
+ quantize

Entropy
encoder

Current MB

Prediction MB

Residual MB

Decoded
Residual MB

Intra

Inter

....

Current frame or field

Previously coded 
frames or fields

Coded bitstream+

-

+
+

Figure 4.4 Typical H.264 encoder

Both intra- and inter-
frame prediction

The decoder inside 
the encoder

Figure 4.4, The H.264 advanced video compression standard, Iain E. Richardson

Motion vectors and 
other metadata



Other Details/Optimizations in Video Codecs

Luma and chroma components are dealt with separately, both in intra-
compressed and inter-compressed schemes. 

Allow sub-pixel motion (smaller residuals). 

Allow different MB sizes.
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the block. This in turn means a smaller coded residual, so that fewer bits are required to
code the quantized transform coefficients for the residual blocks. However, the choice of
prediction for every 4 × 4 block must be signalled to the decoder, which means that more
bits tend to be required to code the prediction choices.

(b) Larger blocks: A larger prediction block size (16 × 16) tends to give a less accurate
prediction, hence more residual data, but fewer bits are required to code the prediction
choice itself.

An encoder will typically choose the appropriate intra prediction mode to minimize the total
number of bits in the prediction and the residual.

Example 1:

Figure 6.5 shows a typical I picture from a CIF sequence coded using the Baseline profile, with
the prediction block sizes superimposed. In homogeneous regions of the frame, where the texture
is largely uniform, 16 × 16 prediction mode tends to be more efficient since the prediction is
reasonably accurate and the prediction mode overhead is low. In more complex regions of the
frame, 4 × 4 mode is often selected because the increased rate required to signal the prediction
mode is offset by the reduced residual size.

Figure 6.5 Example of intra block size choices, CIF, Baseline Profile. Reproduced by permis-
sion of Elecard.

Example 2:

A QCIF video frame (Figure 6.6) is encoded in intra mode and each block or macroblock
is predicted from neighbouring, previously-encoded samples. Figure 6.7 shows the predicted

Different MB sizes in an I-frame.
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Figure 6.37 P slice showing partition choices. Reproduced by permission of Elecard

Motion compensated prediction tends to be more accurate when small partition sizes are
used, especially when motion is relatively complex. However, more partitions in a macroblock
mean that more bits must be sent to indicate the motion vectors and choice of partitions.
Typically, an encoder will choose larger partitions in homogeneous areas of a frame with
less texture / movement and smaller partitions in areas of more complex motion. Figure 6.37
shows a frame coded as a P slice, with the choice of partitions overlaid on the frame. Many
macroblocks are coded using a single 16 × 16 partition and hence a single motion vector.
Around complicated areas of movement such as the mouth, smaller partitions and more vectors
are chosen.

In a typical B slice, some of the macroblocks can be skipped, B-skip mode, i.e. the mac-
roblock is reconstructed using motion compensated prediction from two reference frames,
with no motion vectors or residual data being sent. An example of a B slice is shown in
Figure 6.38. This is a B picture from a 30 frames per second CIF-resolution sequence coded
at 200kbits/second. The light circles indicate macroblocks coded in B-skip mode. It is clear
that most of the macroblocks are skipped. Only a few macroblocks – typically around edges
or features of moving objects such as the face – contain transmitted motion vectors and/or
residual data.

Making the ‘best’ choice of motion compensation partitions can have a significant impact
on the compression efficiency of an H.264 sequence. The trade-off between partition choices

Different MB sizes in a P-frame.

“Busy” areas in a frames are better 
predicted using smaller MBs.
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Figure 3.17 Reference region interpolated to half-pixel positions

general, ‘finer’ interpolation provides better motion compensation performance, producing
a smaller residual at the expense of increased complexity. The performance gain tends to
diminish as the interpolation steps increase. Half-pixel interpolation gives a significant gain
over integer-pixel motion compensation, quarter-pixel interpolation gives a moderate further
improvement, eighth-pixel interpolation gives a small further improvement again and so on.

Some examples of the performance achieved by sub-pixel interpolation are given in Table
3.1. A motion-compensated reference frame, the previous frame in the sequence, is subtracted
from the current frame and the energy of the residual, approximated by the Sum of Absolute
Errors (SAE), is listed in the table. A lower SAE indicates better motion compensation
performance. In each case, sub-pixel motion compensation gives improved performance
compared with integer-pixel compensation. The improvement from integer to half-pixel is

Integer search positions

Best integer match

Half-pel search positions

Best half-pel match

Quarter-pel search positions

Best quarter-pel match

Key:

Figure 3.18 Integer, half-pixel and quarter-pixel motion estimation

Real 
pixels

Interpolated 
half pixels

Interpolated 
quarter pixels

Figure 3.18/6.5/6.37, The H.264 advanced video compression standard, Iain E. Richardson



Video Compression Recap

Spatial redundancy 
• Pixels in a small neighborhood have strong correlations. I-frames are spatially predicted. 

Temporal redundancy 
• Consecutive frames have strong correlation. P/B-frames are temporally predicted. 

Encoding time is dominated by motion estimation. Encoding and decoding 
are widely support by fixed-function hardware (ASICs).
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Video Transcoding

�52https://streamingpulse.com/main/live-audio-video-transcoding-ndvr/

Video-on-demand 
(VOD). Speed is key.

Spend more time optimizing 
popular videos.

A huge design space (different 
resolutions, codecs, compute capabilities, 

bandwidths) Must make trade-offs!
vbench: Benchmarking Video Transcoding in the Cloud, ASPLOS 2018



AI For Compression and Compressing for AI

�53Lossy Image Compression with Compressive Autoencoders, ICLR 2017

Immediate goal: remove empirical decisions and 
heuristics from compression. Learn the best 
compressed representation automatically.

A better question: how to design the 
compression algorithm (network) for computer 
vision algorithms? After all, many videos will be 
consumed by not humans, but computers. 
1. Vision algorithms might require a different 

quality measure from human 
2. Different vision algorithms might require a 

different compression scheme


