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Digital Cameras
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https://ph.priceprice.com/Google-Pixel-XL-18713/news/Google-Pixel-XL-Repair-1939/
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Image Sensor in Digital Cameras
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Cross Section

�5https://www.dummies.com/photography/digital-photography/resolution/the-components-of-a-digital-cameras-image-sensor/
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https://www.dummies.com/photography/digital-photography/resolution/the-components-of-a-digital-cameras-image-sensor/


The Big Picture
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Standard for Characterization
of Image Sensors and Cameras
Release 4.0 General, 16 June 2021
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A number of photons ...

... hitting the pixel area during exposure time ...

... creating a number of electrons ...

... forming a charge which is converted
     by a capacitor to a voltage ...

... being amplified ...

... and digitized ...

... resulting in the digital gray value.
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Figure 1: a Physical model of the camera and b black box model of a general camera or image
sensor. Figures separated by comma represent the mean and variance of a quantity.

2 Sensitivity and Noise

This section describes how to characterize the sensitivity, linearity, and temporal noise of
an image sensor or camera [5, 10, 11, 13].

2.1 Black Box Model

As illustrated in Fig. 1a, a digital image sensor essentially converts photons hitting the pixel
area during the exposure time, into a digital number by a sequence of steps. During the
exposure time on average µp photons hit the whole area A of a single pixel. A fraction

⌘(�) =
µe

µp
(2)

of them, the total quantum e�ciency, is absorbed and accumulates µe charge units.4 The
total quantum e�ciency as defined here refers to the total area occupied by a single sensor
element (pixel) not only the light sensitive area. Consequently, this definition includes the
e↵ects of fill factor and microlenses. As expressed in Eq. (2), the quantum e�ciency depends
on the wavelength of the photons irradiating the pixel.

The mean number of photons that hit a pixel with the area A during the exposure time
texp can be computed from the irradiance E on the sensor surface in W/m2 by

µp =
AEtexp

h⌫
=

AEtexp

hc/�
, (3)

using the well-known quantization of the energy of electromagnetic radiation in units of
h⌫. With the values for the speed of light c = 2.99792458 · 108 m/s and Planck’s constant
h = 6.6260755 · 10�34 Js, the photon irradiance is given in handy units for image sensors by

µp[photons] = 50.34 ·A[µm2] · texp[ms] · �[µm] · E

µW

cm2

�
. (4)

This equation is used to convert the irradiance calibrated by radiometers in units of W/cm2

into photon fluxes required to characterize imaging sensors.
In the camera electronics, the charge units accumulated by the photo irradiance is

converted into a voltage, amplified, and finally converted into a digital signal y by an analog
digital converter (ADC). In contrast to Release 4 Linear, no assumption is made that the
system is linear. On the contrary, nothing is known what happens insight the camera. The
model is a true black box. All what is known is that a mean number of photons µp with
the variance �

2
p hit a pixel with known size within a known exposure or integration time,

4
The actual mechanism is di↵erent for CMOS sensors, however, the mathematical model for CMOS is

the same as for CCD sensors

EMVA, 2020. Some Rights Reserved. CC 4.0 BY-ND 7 of 44

https://www.emva.org/wp-content/uploads/EMVA1288General_4.0Release.pdf

An image sensor converts photon 
counts to digital values, which is a 
process full of noise every single 

step of the way!
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Pixel: From Photons 
to Charges



Photoelectric Effect

When a photon strikes material, an electron may be emitted. 
• Cameras use silicon 

• Quantum nature of light matter interaction.
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https://circuitdigest.com/microcontroller-projects/arduino-flame-sensor-interfacing

https://www.extremetech.com/extreme/213596-canons-250-megapixel-sensor-can-read-the-side-of-a-plane-from-11-miles-away

Canon. 29.2 x 20.2 mm 
250 million photodiodes

https://en.wikipedia.org/wiki/Photoelectric_effect

https://circuitdigest.com/microcontroller-projects/arduino-flame-sensor-interfacing
https://www.extremetech.com/extreme/213596-canons-250-megapixel-sensor-can-read-the-side-of-a-plane-from-11-miles-away
https://en.wikipedia.org/wiki/Photoelectric_effect


Quantum Efficiency

Electron emission from photon is probabilistic, 
which depends on the quantum efficiency (QE) 
of the material. QE is wavelength-dependent 
(just like about everything in optics). 

Human QE vs. Camera QE 
• Human QE is much lower than camera sensor QE. 

• Human eyes are not sensitive to IR and UV light, but 
camera sensors are.

�9http://cctvsystemblog.blogspot.com/2013/07/ccd-quantum-efficiency.html http://www.ysctech.com/digital-microscope-CCD-camera-info.html

NIR 
Range

NIR 
Range

QE =
# of electrons
# of photons

http://cctvsystemblog.blogspot.com/2013/07/ccd-quantum-efficiency.html
http://www.ysctech.com/digital-microscope-CCD-camera-info.html


Other Uses/Forms of Light-Matter Interactions
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Solar panels Photosynthesis Photoreceptor cells

https://www.npr.org/sections/13.7/2017/06/02/531262435/the-extended-beauty-of-photosynthesishttps://newatlas.com/bacteria-solar-cell/55339/ https://askabiologist.asu.edu/rods-and-cones

https://www.npr.org/sections/13.7/2017/06/02/531262435/the-extended-beauty-of-photosynthesis
https://newatlas.com/bacteria-solar-cell/55339/
https://askabiologist.asu.edu/rods-and-cones


Pixel Well

Think of a pixel in a sensor as a well that 
holds the emitted electrons. 

What determines the number of electrons 
going into the well: 

• light power (dictates the number of photons per 
unit time) and 

• exposure time (integration time).

�11https://www.flir.com/discover/iis/machine-vision/emva-1288-overview-imaging-performance/

Photodiode

https://www.flir.com/discover/iis/machine-vision/emva-1288-overview-imaging-performance/


Full Well Capacity

The full-well capacity, the max 
amount of electrons that can be held, 
depends on pixel size. 

More electrons than the capacity 
saturates the well. 

A saturated well doesn’t store more 
electrons.

�12https://clarkvision.com/articles/digital.sensor.performance.summary/

Quadratic. Why?

https://clarkvision.com/articles/digital.sensor.performance.summary/


Dynamic Range (Informal Treatment)

A larger well capacity leads to a higher sensor dynamic 
range, which can capture/accommodate larger 
differences in scene luminance.
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Photons

Electrons

https://iphonephotographyschool.com/hdr-iphone/

Dynamic 
Range

Noise floor (later)

Indistinguishable 
light luminance

https://iphonephotographyschool.com/hdr-iphone/


Dynamic Range (Informal Treatment)
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Photons

Electrons

Under exposed Over exposed Need an HDR sensor 
or HDR algorithm.

Over exposed

Under exposed

OK now!

https://iphonephotographyschool.com/hdr-iphone/

https://iphonephotographyschool.com/hdr-iphone/
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Optics in Sensor



Near IR/UV Filters

Remove IR/UV light. Low transmittance in IR/UV ranges.

�16https://www.mdpi.com/1424-8220/19/8/1750http://www.astrosurf.com/luxorion/photo-ir-uv.htm

Nikon D200
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https://kolarivision.com/articles/internal-cut-filter-transmission/

https://www.mdpi.com/1424-8220/19/8/1750
http://www.astrosurf.com/luxorion/photo-ir-uv.htm
https://kolarivision.com/articles/internal-cut-filter-transmission/


Near IR/UV Filters

Not all cameras do. What happens if you remove the NIR filter? 
• See light that human eyes can’t see. NIR photography (false color!). 

• Thermographic cameras intentionally sense IR radiations to measure temperature.

�17https://www.instructables.com/id/See-Infrared-LED-Light-with-an-iPhone-4/

Pointing a TV 
controller to the front 
and back cameras of 

iPhone 4.

https://www.youtube.com/watch?v=RhMOsuUGkGA
https://www.youtube.com/watch?v=HjvpyO1cJOM
https://www.instructables.com/id/See-Infrared-LED-Light-with-an-iPhone-4/
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https://photographylife.com/introduction-to-infrared-photography


�19https://9to5mac.com/2018/01/19/hands-on-flir-one-pro-handy-thermal-imaging-camera-connects-to-iphone-video/ https://en.wikipedia.org/wiki/Thermographic_camera

https://9to5mac.com/2018/01/19/hands-on-flir-one-pro-handy-thermal-imaging-camera-connects-to-iphone-video/
https://en.wikipedia.org/wiki/Thermographic_camera


IR Sensor: Proximity and Depth (Later)

�20https://www.intelrealsense.com/depth-camera-d435/ https://en.wikipedia.org/wiki/Structured-light_3D_scanner

Google 
Pixel 4

Intel 
RealSense

https://ai.googleblog.com/2020/04/udepth-real-time-3d-depth-sensing-on.html

Depth from stereo (one depth 
cue of human eyes)

https://www.intelrealsense.com/depth-camera-d435/
https://en.wikipedia.org/wiki/Structured-light_3D_scanner
https://ai.googleblog.com/2020/04/udepth-real-time-3d-depth-sensing-on.html


Fill Factor (FF)

Fill factor is the percentage of 
the photosensitive area (i.e., 
photodiode) inside a pixel. 

Much of the pixel area is 
occupied by circuitries other 
than the photodiodes, e.g., 
analog to digital conversion, 
read-out, wires, etc. 

�21

 

Basics of Image Sensors
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 The charge detection is performed in a CCD image sensor by a floating
diffusion structure located at the end of the horizontal CCD register; in CMOS
active-pixel sensors (APSs), it is performed inside a pixel. In combination with
correlated double sampling (CDS) noise reduction,
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 extremely low-noise charge
detection is possible. These schemes in CCD image sensors are addressed in Section
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A simplified pixel structure: (a) cross-sectional view; (b) plane view.
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Photodiode 
area (Apd)

Image Sensor and Signal Processing for Digital Still Cameras, 2006. Junichi Nakamura

FF = Apd/Apixel



Fill Factor (FF) and Microlenses

Fill factor affects the sensor 
dynamic range (higher FF leads 
to “larger” pixels). 

Per-pixel microlenses help 
significantly increase the FF. 

Organic PDs can reach almost 
100% FF. 
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Photodiode 
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FF = Apd/Apixel

Image Sensor and Signal Processing for Digital Still Cameras, 2006. Junichi Nakamura

https://www.nature.com/articles/s41598-020-64565-5


Anti-Aliasing by Micro-lenses and Pixels
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Anatomy of the Active Pixel Sensor Photodiode

Mi l ResetMicrolens

Amplifier
Transistor Row

Select
B

Reset
Transistor

Column
Bus

Transistor Photodiode

n+

Bus

n+Silicon
Substrate Potential

Well

Figure 2.2 : Example of a pixel structure.

In the following Subsections will be explained the overall description of the sensor
system, the different sensor technologies and the color patterns used in the real devices.

2.2 The Sensor System
In Fig.(2.2)1 is reported a classical structure of a pixel inside a sensor. All the related
compounding elements are visible: micro-lens, electronic part and photo-sensible area.
In the following Subsections all these elements are analyzed, describing their strongness
and weakness and their contribute in the resulting final image.

2.2.1 Microlenses
One of the most important aspect of a imaging sensor is the sensitivity to capture the light
(light sensitivity). As we will see in detail in Sec.2.3 it mainly depends by the design
of the photo-sensible area, Fig.(2.2), and, for equal design and technology, by the size
of this area. The ratio between the photosensitive area and the pixel size is indicated as
fill factor (it may vary from 30% to 100%). When this fill factor is too low and needs
to be improved the microlenses are used. They are individual lenses deposited on the
surface of each pixel to focus light on the photosensitive area. Microlenses can boost
effective fill factor (i.e., the ratio of the active refracting area to the total area occupied
by the lens array) to approximately 70%, improving sensitivity (but not charge capacity)

1Image source: http://digitalcontentproducer.com/hdhdv/depth/cmos tech hdv 10092006

Notions about Optics and Sensors Image Processing for Embedded Devices   11 

� �

Recall: pixels perform spatial 
sampling, introducing aliasing. 

The micro-lenses (and the pixels 
under) inherently perform a 
spatial 2D box convolution (which 
is a low-pass filtering, acting as an 
anti-aliasing filter) 

• followed by a 2D sampling, where a 
sample is taken at each pixel center.



Anti-Aliasing Filter

Anti-aliasing by micro-lenses and pixels is 
not enough to combat aliasing. 

Use anti-aliasing filters (low-pass filter) to 
remove high spatial-frequency component 
in light, effectively blurring the image. 

Removing AA filter increases sharpness at 
the cost of aliasing.

�24https://www.extremetech.com/extreme/117627-new-36mp-nikon-d800e-is-it-too-sharp-for-you

With AA filter. 
Nikon D80.

Without AA filter. 
Nikon D80e.

Aliasing

Sharp

No aliasing

Blurred

https://www.extremetech.com/extreme/117627-new-36mp-nikon-d800e-is-it-too-sharp-for-you


Anti-Aliasing Filter

Two layers of birefringent material separating one point into four pixels.

�25

One birefringent layer

https://en.wikipedia.org/wiki/Birefringence

Combining two birefringent layers

https://www.dpreview.com/reviews/nikon-d800-d800e/3
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From Charges to 
Digital Values



From Electrons to Pixel Values
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Ideally, a pixel’s value should reflect the incident light intensity (luminance). 
So we need to count the number of photons striking each pixel. 

Pixel wells accumulate electrons. The number of electrons is proportional to 
the number of incident photons. 

So counting photons is equivalent to counting electrons. 

Count electrons in two steps (implementations differ): 
• Convert electron charges to voltage potentials 

• Convert voltage potentials to digital values
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NP photodiode

27

P-doped silicon substrate

N-doped
photodiode

Gate

hυ

e-e-
e- e-

e-
e-

e-
e-

Capacitive 
output node 
translates photon 
charges (e-) into 
proportional 
voltage drop 
(∆V)

hυ hυ

hυ hυ

hυ
Photons

C

G

Source follower

Vout
∆VFloating 

diffusion 
(FD)

Problem: thermally generated (dark) electrons in Si/SiO2 interface 
(e.g. Idark=1-10nA/cm2)

Open this Transfer Gate (a transistor) to 
transfer changes from PD to FD



Charge to Voltage Conversion
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Charge in the signal

Capacitance
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principle. Signal charge, 
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, is fed into a potential well, which is monitored by a
voltage buffer. The potential change, 
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, caused by the charge is given by
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 is the capacitance connecting to the potential well and acts as the charge-
to-voltage conversion capacitance. The output voltage change is given by
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3.1.4.1 Conversion Gain
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) expresses how much voltage change is obtained by one
electron at the charge detection node. From Equation 3.4 conversion gain is obtained as
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FIGURE 3.7

 

Interlaced scan and progressive scan: (a) interlaced scan; (b) progressive scan.

 

FIGURE 3.8

 

Charge detection scheme.
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ΔV =
QSIG

CFD
× g

Voltage gain 
from SF

Source follower 
(SF) amplifier

Image Sensor and Signal Processing for Digital Still Cameras, 2006. Junichi Nakamura

* The source follower acts as a voltage buffer that allows the 
voltage to be read. The SF has an inherent amplification (~1).

Charges from 
Photodiodes (PD)

The capacitor is implemented 
as a Floating Diffusion (FD)

Note: the voltage drops after PD 
to FD charge (electron) transfer!



Electronic Shutter

Ideally when we are not capturing the photodiodes should not be exposed to 
lights. Mechanical shutters do so by physically blocking lights. 

With electronic shutters, we expose photodiodes to lights all the time, and 
when are ready to capture we “reset” the photodiodes. 

Reset drains (depletes) the charges accumulated by the photodiode thus far 
and so prepares it for the actual exposure. 

• Change the photodiodes reset time to control actual exposure time.

�30



Potential well diagram

TG

01.09.2020 26

RST
VDD

1.8V

2.8V
3.0V

2.0V

PD FD

Vpin = photodiode pin 
voltage, i.e. when n-
region is fully depleted

Electronic Shutter: Two Resets

Before exposure, open 
TG and RST together 
to reset the PD to Vdd 

• FD will naturally be 
reset too but it’s of no 
functional use. 

After exposure and 
before read-out, open 
RST to reset FD. 

• Then PD to FD transfer.

�31https://www.uio.no/studier/emner/matnat/ifi/IN5350/h20/timeplan/in5350_h20_3_photodiode_pixels_1sep2020.pdf

Transfer Gate Reset Gate



Conceptually, ΔV is used to generate raw pixel values; implementations vary: 
• With Correlated Double Sampling (CDS; next lecture), both Vtransfer and Vreset are read, 

and the difference ΔV is quantized by ADCs. CDS reduces noises. 

• Without CDS, Vtransfer directly enters the ADC, whose design needs to, effectively (by 
properly setting its reference voltage), subtract Vreset.

�32

22 2 Low-Noise CMOS Image Sensors

Integration Transfer Readout

Vreset

Vtransfer

Reset

Vreset

Fig. 2.5 Hydraulic model of a PPD with the transfer gate and sense node regions showing the
different readout steps

2.2 CIS Global Architecture

Figure2.6 shows the overall block diagram of a conventional low noise CIS. The
pixels array is at the center of the imager. It occupies most of the chip silicon area.
Each pixel comprises a pinned photodiode with at least one amplifying transistor
and three MOS switches for reset, transfer and row selection. In order to achieve
high frame rates, a column parallel readout scheme is generally performed. The
pixels array is read line by line and all the pixels of the same line are read in parallel.
Hence, at the top of the lines, a mixed signal control block made of shift registers and
level shifters is generally implemented in order to drive the pixel lines by generating
the row selection, reset and transfer commands. At the bottom of the columns, analog
amplification is generally implemented before the correlated sampling and analog-
to-digital conversion. Figure2.7 shows the timing diagram of a conventional CIS
readout chain. It shows the main line control signals as well as the timing of the
column level signal processing. Each pixel line is generally addressed with the same
frequency as the frame rate. Hence the PPDs remain exposed to the light between
two consecutive readouts. In order to control the exposure time of the pixels, an
intermediate reset and transfer operation can be performed in order to empty the
PPDs between two consecutive readouts. The integration time is then set by the time
interval between that charge transfer resetting the PPD and the one performed during
the readout. At the column level, the correlated sampling and the analog-to-digital-
conversion (ADC) are performed after the column-level amplification. The digital
data is then stored in static random access memories SRAMs. These SRAMs are
then shifted horizontally to the digital output of the chip. For a higher frame rate,
the horizontal shift of each frame is performed at the beginning of the next frame as
shown in the timing diagram of Fig. 2.7.

Ultra Low Noise CMOS Image Sensors. Assim Boukhayma.

PD

FD

FD Reset

ΔV



Analog to Digital Conversion (ADC)

�33https://en.wikipedia.org/wiki/Analog-to-digital_converter

Fundamentals of Precision ADC Noise Analysis    7 September 2020   I  Texas Instruments

Chapter 1: Introduction to ADC noise

If you map this LSB error relative to a quantized AC signal, 
you’ll get a plot like the one shown in Figure 4. Note the 
dissimilarity between the quantized, stair-step-shaped digital 
output and the smooth, sinusoidal analog input. Taking the 
difference between these two waveforms and plotting the 
result yields the sawtooth-shaped error shown at the bottom 
of Figure 4. This error varies between ±½ LSB and appears 
as noise in the result.

Similarly, for DC signals, the error associated with 
quantization varies between ±½ LSB of the input signal. 
However, since DC signals have no frequency component, 
quantization “noise” actually appears as an offset error in 
the ADC output.

Finally, an obvious but important result of quantization noise 
is that the ADC cannot measure beyond its resolution, as it 
cannot distinguish between sub-LSB changes in the input.

Unlike quantization noise, which is a byproduct of the 
analog-to-digital (or digital-to-analog) conversion process, 
thermal noise is a phenomenon inherent in all electrical 
components as a result of the physical movement of charge 
inside electrical conductors. Therefore, you can measure 
thermal noise even without applying an input signal.

Unfortunately, you cannot affect your ADC’s thermal noise 
because it is a function of the device design. Throughout the 
rest of this section, I’ll refer to all ADC noise sources other 
than quantization noise as the ADC’s thermal noise.

Figure 5 depicts thermal noise in the time domain, which 
typically has a Gaussian distribution.

Although you cannot affect the ADC’s inherent thermal noise, 
you can potentially change the ADC’s level of quantization 
noise due to its dependence on LSB size. Quantifying the 
significance of this change depends on whether you’re 
using a “low-resolution” or “high-resolution” ADC, however. 
Let’s quickly define these two terms so that you can better 
understand how to use LSB size and quantization noise to 
your advantage.

Low- vs. high-resolution ADCs

A low-resolution ADC is any device whose total noise 
is more dependent on quantization noise such that 
NADC,Quantization >> NADC,Thermal. Conversely, a high-
resolution ADC is any device whose total noise is more 
dependent on thermal noise, such that  
NADC,Quantization << NADC,Thermal. The transition between low 
and high resolution typically occurs at the 16-bit level, with 
anything <16 bits considered low resolution and anything 
>16 bits considered high resolution. While not always true, 
I’ll keep this general convention throughout the remainder of 
this e-book.

S
ig

na
l (

V
)

1.0

0.5

0.0

-0.5

-1.0

1
0.5

0
-0.5

-1

Analog
Digital

LS
B

 e
rr

or

Sample #

0 200 400 600 800 1000

Figure 4. Analog input, digital output and LSB error waveforms.

Time-domain noise
0.04

0.03

0.02

0.01

0

-0.01

-0.02

-0.03

-0.04

0.04

0.03

0.02

0.01

0

-0.01

-0.02

-0.03

-0.04

Time (ms) # of samples

V
o

lt
a

g
e

 (
V

)

V
o

lt
a

g
e

 (
V

)

Noise distribution

0 50 100 150 200 250 300 350 400 450 500 0 50 100 150

Figure 5. Thermal noise in the time domain with Gaussian distribution.

https://www.ti.com/lit/eb/slyy192/slyy192.pdf?ts=1672692692703



Transfer Function
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Resolution

For an ADC, resolution is simply a measure of how

many segments the input analogue range can be divi-

ded into (e.g, 8-bit ADC -> 28 = 256 segments).

Resolution is NOT the same as accuracy. You could

have a 12-bit ADC that is less accurate than an 8-bit

ADC!

DC-Accuracy

Many signals remain relatively static, like that of a

temperature sensor or pressure transducer. In such

applications, the measured voltage is related to

some physical measurement, and so the absolute

accuracy of the voltage measurement is important.

The ADC specifications that describe this type of

accuracy are offset error, full-scale error, differential

nonlinearity (DNL), integral nonlinearity (INL), and

quantization error. These five specifications build a

complete description of an ADC absolute accuracy.

One of the fundamental errors in ADC measurement

is a result of the process of the data conversion itself:

quantization error. This error cannot be avoided in

ADC measurements. The quantization noise in a data

conversion is dictated by the resolution of the mea-

surement.

The Ideal ADC Transfer Function 

The transfer function of an ADC is a plot of the input

voltage to the ADC versus the codes output by the

ADC. Such a plot is not continuous, but a plot of 2N

codes, where N is the ADC resolution. If the codes

were to be connected by lines (usually at code transi-

tion boundaries), the ideal transfer function would be

a straight line. 

A line drawn through the points at each code boun-

dary would begin at the origin of the plot, and the

slope of the plot for each supplied ADC would be the

same (see Figure 7)
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Figure 7 depicts an ideal transfer function for a 3-bit

ADC with reference points at code transition bounda-

ries. The output code will be its lowest (000b) at less

than 1/8 of the full-scale (the size of this ADC code

width). Also note that the ADC reaches its full-scale

output code (111b) at 7/8 of full-scale, not at the full-

scale value. Thus, the transition to the maximum digi-

tal output does not occur at full-scale input voltage.

The transition occurs at one code width (or LSB) less

than full-scale input voltage (i.e., voltage reference

Figure 7: Ideal Transfer Function of a 3-Bit ADC 

Figure 8: 3-Bit ADC Transfer Function with –1/2 LSB
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https://www.ele.uva.es/~lourdes/docencia/Sensores/Tema2/ADC/AD_Converters.pdf

Ideal Transfer Function of a 3-bit ADC Another (more common) Transfer Function



Analytical Model

�35https://en.wikipedia.org/wiki/Analog-to-digital_converter

Upper 
extreme

Lower extreme 
(usually 0)

FSR = Vmax − VminFull-scale range

n = ⌊
Vin − Vmin

FSR
(2N − 1)⌋Output 

digital value
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Contouring From Aggressive Quantization

�36https://www.researchgate.net/figure/left-Input-image-quantized-to-16-levels-color-input-image-that-shows-visible-contouring_fig1_228982458

Lower ADC resolution; 
smaller image size (in theory)

Higher ADC resolution; larger image size



A Monochromatic, Noise-Free Sensor Model
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Q(x, y) = ∫t ∫λ ∫
y+v

y ∫
x+u

x
Y(x, y, λ, t) QE(λ) q dxdydλdt

# of incident photons at pixel (x, y); 
varies with λ and t. 

Charge of an electron 
(elementary charge)

ΔV(x, y) =
Q(x, y)

C
g

n(x, y) = ⌊
ΔV(x, y)

Vmax
(2N − 1)⌋

Max voltage corresponding to 
max raw value (assuming Vmin = 0)Raw pixel value
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Different Sensor 
Designs



CCD Sensor
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Exposure all pixels simultaneously. 

Shifting charges row by row. When 
shifting, naturally no pixel can be 
exposed, a.k.a., global shutter. 

• A good introduction of CCD here. 

Convert charges to voltage and then 
to digital values in the end.

https://www.edmundoptics.com/knowledge-center/application-notes/imaging/understanding-camera-sensors-for-machine-vision-applications/

http://spiff.rit.edu/classes/phys445/lectures/ccd1/ccd1.html


CMOS Sensor
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Charge to voltage conversion 
takes place within the pixel. 
Instead of shifting charges, 
directly read the voltages. 

• but still row by row. 

Pixels are now exposed row by 
row, a.k.a., rolling shutter. 

• because voltages in each row must 
be read out immediately (no buffer). 

• an artifact; not something we want.

https://www.edmundoptics.com/knowledge-center/application-notes/imaging/understanding-camera-sensors-for-machine-vision-applications/

* This is an Active Pixel Sensor 
(APS), which has in-pixel 

source follower (amplifier/
voltage buffer), which reduces 
noise compared to PPS, where 

the amplifier is at the end.

<- this is the source follower

https://en.wikipedia.org/wiki/Active-pixel_sensor#Pixel
http://ericfossum.com/Publications/Papers/Digital%20Camera%20System%20on%20a%20Chip%20IEEE%20Micro.pdf
http://ericfossum.com/Publications/Papers/Digital%20Camera%20System%20on%20a%20Chip%20IEEE%20Micro.pdf


Rolling Shutter Operation

�41https://thinklucid.com/tech-briefs/sony-pregius/

https://thinklucid.com/tech-briefs/sony-pregius/


Rolling Shutter Artifact

�42
https://www.reddit.com/r/interestingasfuck/comments/en3lap/rolling_shutter_effect_of_chopper_blades/

https://en.wikipedia.org/wiki/Rolling_shutter

https://www.bhphotovideo.com/explora/video/tips-and-solutions/rolling-shutter-versus-global-shutter

https://www.reddit.com/r/interestingasfuck/comments/en3lap/rolling_shutter_effect_of_chopper_blades/
https://en.wikipedia.org/wiki/Rolling_shutter


Global Shutter

�43

CCD naturally uses 
global shutter, since no 
pixel can be exposed 
during read-out. 

To implement global 
shutter for CMOS 
sensors, each pixel needs 
to have a temporary 
storage space (analog 
voltage buffer).

https://thinklucid.com/tech-briefs/sony-pregius/

https://thinklucid.com/tech-briefs/sony-pregius/


CMOS Global Shutter Read-Out

Expose all pixels at the same time, but readout is still line by line. 

Why not read all the pixels at the same time? 
• Lots of wires. 

• Unless you stack the read-out circuit with the pixel array in different layers! 

Therefore, need analog memory to store charges before read-out. 
• A “solution” that avoids analog memory in global shutter is to expose later lines longer 

and still read line by line, but spatially non-uniform exposure is clearly undesirable. 

Does global shutter avoid motion blur? 
• No

�44



Digital Pixel Sensors

�45https://thinklucid.com/tech-briefs/sony-pregius/

Digital Pixel Sensor (DPS)

24

• Each pixel contains an ADC and digital memory

• Pixel data is stored in digital memory and readout 
as digital bits

• ADC circuit has to be small enough to keep pixel 
size reasonable 

• Now you can treat the pixel array as your frame
buffer memory!

• DPS opens new possibilities, we will demonstrate 
one example in next section 

Slide credit: Chiao Liu (Meta)

A 6T SRAM cell 
in this design

Usually the ADC and digital memory is on a separate 
layer different from the pixel array layer (later)

https://thinklucid.com/tech-briefs/sony-pregius/


CCD vs. CMOS
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CCD Sensors 
• Higher quality (FF higher), expensive 

• Slower, higher power (circuitry needs precise timing control) 

• Astrophysical imaging (e.g., telescopes) still prefers CCD sensors 

CMOS Sensors 
• Dominate the consumer photography market now, cheaper 

• Same fabrication technology as digital microprocessors, enabling "camera on a chip” 

• Faster and lower-power (can easily read just a small window of pixels) 

• More noisy (e.g., each pixel has amplifier and/or ADC), but getting better



Over-Exposure, Blooming, Smearing

�47https://commons.wikimedia.org/wiki/File:Blooming_example.jpg

Blooming: electrons “spill over” to 
nearby pixels after saturation; can 
happen to both CCD and CMOS.

Over-exposure; 
both CCD and 

CMOS

Pixels “smearing” each other 
during vertical shift/read-out; a 

CCD-only artifact.



Time Delay Integration (TDI) CCD Sensor

�48

CCD uses global shutter, but still doesn’t avoid motion blur. 

Long exposure introduces motion blur, but many application scenarios 
require a long exposure time, e.g., astrophysical imaging. 

TDI is a clever sensor design that mitigates motion blur under long exposure. 

Conventional CCD sensor: shift pixel rows after exposure. 

TDI CCD: shift rows during exposure and accumulate charges for each shift.



TDI Operation

�49https://www.circuitinsight.com/pdf/tdi_imaging_ipc.pdf

+ 8
+ 13

+ 7
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 3
well to another toward the output amplifier as a packet, without getting mixed with charges accumulated in other potential 
wells.  In the TDI mode, the same object is imaged multiple times (see Fig. 2).  As the image moves from one row of CCD 
pixels to the next, the generated charge moves along with it, noiselessly integrating with the previously generated charge.  
This provides a higher sensitivity at low light levels than can be achieved with a traditional line scan camera.    

 
Figure 2: General principle of TDI operation 

 

Consider time point t1 at which the image of line L of the object to be imaged is focused on the first row of the CCD pixels.  
Charge q1 corresponding to the light intensity of line L is collected in the first row of pixels during the scanning of this line.  
At time point t2, the image of line L will be captured by the second row of pixels, thus generating in this row charge q2 
corresponding to the light intensity of L.  This newly generated charge is integrated with charge q1 collected at time t1 and 
shifted from the first row of pixels.  The integrated charge is equal to q1 + q2.  At the same time, the image of the next line of 
the object will be focused on the first row of CCD pixels (not shown).  

The image intensity of line L increases as newly generated charges are added to the existing ones.  This operation will 
continue until the TDI scanning sequence is complete, and the integrated charge that represents line L is clocked off to the 
horizontal readout register.  Then this integrated signal is quickly - within the scan time of one line - shifted off to the output 
amplifier.  Fig. 3 illustrates the process of signal integration in the TDI system. 

 

 

Figure 3: Signal integration in the TDI system 

 

As originally published in the IPC APEX EXPO Proceedings.

The shift is in sync with object movement. Effectively capture a moving object 
N times, once per row, increasing the effective exposure time. 

Object movement within a pixel doesn’t matter (pixels integrate anyways).
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Sloan Foundation 2.5m Telescope

https://www.planetary.org/space-images/sloan-foundation-telescope



TDI in Astrophysics
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Can estimate the TDI camera shift rate, since the 
star’s movement speed is known.

5 color filters 
6 CCDs per filter 

Scan vertically

https://www.sdss.org/dr16/imaging/imaging_basics/

Read simultaneously

Object 
movement

https://www.sdss.org/instruments/



TDI Used in Sloan Digital Sky Survey
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Images of objects move along the columns of the 
CCDs at the same rate the CCDs are being read. 

The camera produces five images of a given 
object, all from the same column of CCDs, one 
from each CCD in that column. 

It takes an object 54 seconds to move from the 
beginning of a CCD to the end, so the effective 
exposure time in each filter is 54 seconds.

https://www.sdss.org/dr16/imaging/imaging_basics/https://www.sdss.org/instruments/
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Stacked Sensor



Why Stacking?
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Enable in-sensor computing to reduce data transmission overhead  

Save area: 
• Pixels have become more complicated, taking more area. 

• Grow vertically rather than horizontally to reduce sensor footprint. 

Can even stack memory (e.g., DRAM/SRAM) and processors with the pixel 
array in one sensor. 

• Enable ultra-high frame rate 

• Better support in-sensor processing (imaging you have a cache in sensor!)



Data Transmission Bottleneck

�55

MIPI CSI Interface

Vision System Design

Scene Optics Image Sensor DisplayDigital Processors

~331 X

1 B MAC 
Compute 1

1 B MIPI 
CSI-2 Tx

Energy

1 B WiFi ~105 X
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�56Slide credit: Chiao Liu (Meta)



Moving Computation Into Sensor
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ISP NPU DRAMHost

Image 
Sensor Pixel Array Read-out

MIPI CSI-2 
(100 pJ/B)

Pixel Array

Read-out+ISP+NPU

DRAM

HB/µTSV 
(5 pJ/B)
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� Performance improvement accelerated using 3D configuration

Stacked CMOS Image Sensor

Yusuke Oike ISSCC Forum, Feb. 2021 10 of 57

Pixel
ADC

Logic

ADC
Logic

PixelBack-illuminated
CIS

Stacked
CIS

Pixel

Highly parallel ADCs & 
Optimized process technologies

• Double parallel ADCs

• Chip-on-chip stacked CIS

• Three-layer stacked CIS
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� DRAM buffer having wide data bandwidth for slow-motion capture

Three-layer Stacked CIS with DRAM

Yusuke Oike ISSCC Forum, Feb. 2021 17 of 57

DRAM

Pixel

Logic

DRAM

Interface

Interface

Pixel Area

Memory
Si

Si

Si

wiring

Peripheral Area

10 μm

TSV
(Pixel-DRAM)

TSV
(DRAM-Logic)

T. Haruta, ISSCC 2017
H. Tsugawa, IEDM 2017
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� Enables slow-motion capture overcoming I/F limitation

Three-layer Stacked CIS with DRAM

Yusuke Oike ISSCC Forum, Feb. 2021 18 of 57

Pixel

Ch0
128bit

@200MHz

Ch1
128bit

@200MHz

Ch2
128bit

@200MHz

Ch3
128bit

@200MHz

1Gbit DRAM

A/D
Pre-

processing
Main-

processing
Output
(MIPI)

512bit bus @ 200MHz -> 102Gbps

T. Haruta, ISSCC 2017

Data read-out is slow, limiting the 
frame rate to be ~ 100 FPS max. 

In-sensor DRAM stores high-speed 
captures to enable high speed 
capture (~1,000 FPS)

25 Mbps to CPU

https://www.sony.com/en/SonyInfo/News/Press/201702/17-013E/



� AI processing capability on edge device solves edge AI issues

Concept of Intelligent Vision Sensor

Yusuke Oike ISSCC Forum, Feb. 2021 53 of 57

To be presented by R. Eki, ISSCC 2021

Conventional Configuration Intelligent Vision Sensor

All functions are implemented on chip

Image Sensor

CNN Processor
- ISP
- DSP for CNN
- Memory

Larger, higher power and more costly

CMOS
Image
Sensor

Host Processor

CNN
AcceleratorISP

DRAM
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https://www.sony.com/en/SonyInfo/News/Press/202005/20-037E/


