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Abstract 

Large-scale shared-memory multiprocessors such as the BBN Butterfly and IBM RP3 
Introduce a new level In the memory hierarchy: multiple physical memories with different 
memory access times. An operating system for these NUMA (NonUniform Memory Access) 
multiprocessors should provide traditional virtual memory management. facilitate dynamic and 
widespread memory sharing. and mInImlze the apparent disparity between local and nonlocal 
memory. In addition. the Implementation must be scalable to configurations with hundreds or 
thousands of processors. 

This paper describes memory management In the Psyche multiprocessor operating 
system. under development at the University of Rochester. The Psyche kernel manages a 
multi-level memory hierarchy consisting of local memory. nonlocal memory. and backing store. 
Local memory stores private data and serves as a cache for shared data: nonlocal memory 
stores shared data and serves as a disk cache. The system structure IsOlates the policies and 
mechanisms that manage different layers In the memory hierarchy. so that custOmized data 
structures and policies can be constructed for each layer. Local memory management policies 
are Implemented using mechanisms that are Independent of the architectural configuration; 
global policies are Implemented using multiple processes that Increase In number as the 
architecture scales. Psyche currently runs on the BBN Butterfly Plus multiprocessor. 

ThIs work was supported In part by NSF CER grant number DCR·8320 136 and Darpa/ElL contract number 
DACA7S·8S·C·OOO 1. 



1 

MEMORY MANAGEMENT FOR 
LARGE-SCALE NUMA MULTIPROCESSORS 

Abstract 

Large-scale shared-memory multiprocessors such as the BBN Butterily and IBM RP3 
introduce a new level in the memory hierarchy: multiple physical memortes with different 
memory access times. An operating system for these NUMA (NonUniform Memory Access) 
multiprocessors should provide traditional virtual memory management. facilitate dynamic and 
widespread memory shartng. and m1n1m1ze the apparent dispartty between local and nonlocal 
memory. In addition. the implementation must be scalable to configurations with hundreds or 
thousands of processors. 

This paper descrtbes memo!}' management in the Psyche multiprocessor operating 
system. under development at the University of Rochester. The Psyche kernel manages a 
multi-level memory hierarchy consisting of local memory. nonlocal memory. and backing store. 
Local memo!}' stores prtvate data and serves as a cache for shared data; nonlocal memory 
stores shared data and serves as a disk cache. The system structure isolates the poliCies and 
mechanisms that manage different layers in the memory hierarchy. so that customized data 
structures and policies can be constructed for each layer. Local memory management poliCies 
are implemented uSing mechanisms that are independent of the architectural configuration; 
global poliCies are implemented uSing multiple processes that increase in number as the 
architecture scales. Psyche currently runs on the BBN Butterfly Plus multiprocessor. 

1. Introduction 

Large-scale. shared-memory multiprocessors with hundreds or thousands of processing 

nodes offer tremendous computing potential. This potential remains largely unrealized. due in 

part to the complexity of managing shared memory. NUMA (NonUniform Memory Access) 

architectures such as the BBN Butterfly [lj and IBM RP3 [17j further compliCate matters by 

introducing a new level in the memory hierarchy: multiple physical memortes with different 

memory access times. An operating system for NUMA multiprocessors should provide 

traditional virtual memory management. facilitate dynamic and wide-spread shartng. and 

m1n1m1ze the apparent dispartty between local and nonlocal memory. Conventional memory 

management assumptions must be re-evaluated. new techniques developed. and the 

interactions between paging. shartng. and NUMA management explored. In addition. the 

implementation must scale with the architecture. 

This paper descrtbes memory management In the Psyche multiprocessor operating 
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system. I under development at the University of Rochester. Psyche Is designed to support a 

wide variety of models for parallel prograrnmtng. Although appropriate for use on bus-based. 

shared-memory multiprocessors such as the Sequent and Encore systems. Psyche Is especially 

well-suited for use on large-scale NUMA multiprocessors. 

Memory management plays a central role In the Psyche kernel. Protected procedure calls. 

the prtmltive communication mechantsm In Psyche. are Implemented using page faults. 

providing a hook for protection pol1cies Implemented In software. The kernel manages a 

transparent memory hierarchy consisting of multiple memory classes (Including local and 

non-local memory) and backing store. gtvtng users the illUSion of uniform memory access times 

on NUMA multiprocessors. As In most systems. the kernel also Implements vlrtual memory 

and demand paging. 

Three goals of the Psyche memory management system are: 

• scalability - the Implementatlon should scale to multiprocessors with hundreds of 

processing nodes. 

• portability - the Implementation should be portable to any paged. shared-memory 

multiprocessor. and 

• generality - specific details of the Psyche kernel Interface should be Isolated In the 

Implementation as much as Is possible. 

We achelve these goals by structuring memory management Into four abstraction layers. The 

lowest layer hides the detaUs of the hardware. Including hardware page tables. so that the 

implementation can be readUy ported. The lowest layer also Implements local memory 

management pol1cles using mechantsms that are independent of the architectural 

configuration. A separate layer encapsulates the management of nonlocal memory. Including 

page repUcation and mlgration. so that different poliCies for NUMA memory management may 

be Incorporated easUy. Thts layer Implements global poUcles using processes that Increase In 

number as the architecture scales. Additional layers separate demand paging and the 

management of backing store from the Psyche kernel Interface. No low-level layer takes 

advantage of Psyche-specific abstractions. so changes In the kernel Interface are localized In 

the implementation. No high-level layer takes advantage of particular hardware properties. 

enhancing portabUity. 

1 The evolution of the Psyche design is presented. in a companion paper [19J. 
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We present a brief oveIView of Psyche In section 2, followed by a descI1ptlon of the 

memory management abstraction layers In section 3. We then describe how the various layers 

cooperate to Implement virtual memory (section 4) and NUMA memory management (section 

5). Related work and conclusions are discussed In sections 6 and 7. 

2. Psyche Overview 

The Psyche programming model [l9) is based on passive data abstractions called realms, 

which Include both code and data. The code constitutes a protocol for manipulating the data 

and for scheduling threads of control. Invocation of protocol operations is the ptlnclpal 

mechaniSm for accessing shared memory, thereby implementing Interprocess communication. 

Depending on the degree of protection desired, an Invocation of a realm operation can be 

as fast as an ordinary procedure call, termed optimized Invocation, or as safe as a heavyweight 

process switch, termed protected Invocation. Unless the caller insiSts on protection, both 

forms of Invocation look exactly like subroutine calls. The kernel Implements protected 

Invocations by catching and interpreting page faults. 

To permit sharing of arbitrary realms at run time, Psyche arranges for all realms to reside 

In a uniform address space. The use of uniform addressing allows processes to share data 

structures and pointers without the need to translate between address spaces. Realms that 

are known to contain private data or realms that can only be accessed using protected 

Invocations can overlap, ensuI1ng that normal operating system workloads fit within the 

Psyche address space, while allowing very flexible and dynamic sharing relationships. 

At any moment In time, only a small portion of the Psyche uniform address space is 

accessible to a given process. Every Psyche process executes within a protection domain, an 

execution environment that denotes the set of available I1ghts. A protection domain's view of 

the Psyche address space, embodied by a hardware page table, contains those realms for 

which the rtght to perform optimized Invocations has been demonstrated to the kernel. 

Processes move between protection domains, lnheI1tlng a new view of the address space and 

the corresponding set of rtghts, using protected Invocations. 

3. Memory Management Organization 

3.1. Motivation 

Traditional operating systems use memory management hardware and the ability to 

detect accesses to Invalid pages to Implement both address space protection and virtual 

memory. However, as the only hardware protection mechanism provided by most 

architectures and the sole indicator of dynamiC memory reference patterns, memory mappings 
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are often ·used to serve other purposes as well. For example. In BSD Unix. Invalid page 

mappings are used to simulate reference bits [21. In the Apollo Aegis system, memory 

management Is used to Implement a single-level store, thereby unifying memory and backing 

store [141. Accent [101 and Mach [211 use memory mapping techniques to Implement efficient 

commurucatlon, employing copy-on-write to avoid multiple physical copies of messages. Kai LI 

has used memory management to Implement a distributed shared memory [161. 

As the role of the memory management system has expanded within the operating 

system, it has become Increasingly Important to structure the implementation to separate the 

disparate functions supported by the mapping hardware. For example, Mach separates the 

machine-dependent and machine-independent portions of the memory management system 

[181, and the page replacement decision from the management of backing store [211. To meet 

our goals of scalability, portability, and generality, we have extended this trend. 

3.2. Layers 

The Psyche memory mangement system Is structured Into four layers of abstraction. The 

NUMA (nonuniform memory) layer Is responsible for local physical memory allocation and 

hardware page tables. The UMA (uniform memory) layer manages global phYSical memory and 

Implements the illusion of uniform memory access time. The VUMA (virtual memory) layer 

manages backing store and Implements the system's default pager. The PUMA (Psyche 

memory) layer Implements the Psyche kernel Interface. This layering Is depicted In Figure 1. 

The NUMA layer Isolates the machine-dependent portion of the memory management 

system by exporting an interface analogous to the pmap Interface In Mach [181. The NUMA 

layer defines two abstractions: NUMA pages and NUMA address spaces. The NUMA page size 

Is a multiple of the physical page size. The physical memory underlying a NUMA page may be 

allocated anywhere In main memory, as shown at the bottom of Figure 1; different NUMA 

pages In the same NUMA address space may exhibit different memory access times. 

Operations are provided to create, destroy, and copy a NUMA page, allocating and deallocating 

phySical memory as needed. The reference and modify bits for a NUMA page may be examined 

by higher layers In order to Implement global memory allocation policies. Operations are also 

provided to create an address space (and a corresponding hardware page table) on a specific 

node, activate an address space on a node, map and unmap NUMA pages In an address space, 

and set the protection attributes of a NUMA page In an address space. 

In addition to hardware page tables, the NUMA layer Implements a core map for use by 

memory allocation poliCies. The core map contains an entry for each NUMA page allocated In 

local memory. Each entry Is linked Into one of three lists that is maintained for each processor 
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Figure 1: Psyche Memory Management Layers 

node: allocated. free. and in-transit. (Pages selected for removal from local memory remain In­

transit until actually moved to another location In memory.) Each entry also contains software 

reference and modify bits that reflect local usage. and a list of local hardware page tables that 
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contain a mapping for the page. 

The UMA layer Is responsible for managing global physical memory. It uses local memory 

as a cache for shared data, thereby minimizing both memory access time and memory 

contention. The UMA layer also uses global memory as a cache for backing store, thereby 

reducing the number of I/O operations required. Global policies for physical memory 

allocation are implemented by the UMA layer based on information provided by local policies In 

the NUMA layer. 

The UMA layer implements two abstractions: UMA pages and UMA address spaces. Each 

UMA page Is Implemented by one or more NUMA pages. The physical memory underlying an 

UMA page may be allocated anywhere In main memory, and may exist In several different 

locations Simultaneously. FIgure 1 shows two UMA pages, whiCh are mapped tnto two NUMA 

address spaces on different processor nodes. One of the UMA pages is replicated tn physical 

memory, and each address space maps a different copy. The other UMA page Is represented 

by a single copy, which Is mapped by both address spaces. Due to automatic page migration 

and replication, UMA pages In the same UMA address space appear to exhibit comparable 

memory access times. 

To admit large, sparse address spaces, UMA address spaces are implemented using a 

hash table. Entries contain protection and global reference information for an UMA page, and 

the location of the variOus NUMA pages that Implement the UMA page. Each UMA address 

space may be represented by several underlying NUMA address spaces and hardware page 

tables. 

The VUMA layer implements virtual memory and demand paging. A YUMA address space 

augments an underlying UMA address space with entries for VUMA pages that may reside on 

backing store. Figure 1 shows five VUMA pages. Two VUMA pages are resident In memory 

and their contents are contained tn two UMA pages. Three VUMA pages are resident on 

backing store. A default system pager In the YUMA layer manages backing store for user 

programs. Psyche also allows users to define Mach-style external pagers [211 that manage 

backing store for an appliCation. The VUMA layer propagates requests for VUMA pages backed 

by a user-defined pager to the PUMA layer. where communication with external pagers Is 

implemented. 

The PUMA layer implemenls the Psyche kernel Interface, Including the Psyche uniform 

address space, protection domatns, protected procedure calls, and communication with user­

defined pagers. The uniform address space is represented as a splay tree contatnlng blocks of 

the virtual address space. Virtual addresses within a block are either all allocated or all free. 

Operations are provided to allocate and deallocate areas of the shared virtual address space, 



7 

and to find the realm allocated to a particular vlrtual address. The latter operation Is the most 

important since it Is used each time a realm is accessed for the first time from a given 

protection domain. By using a splay tree. the find operation requires amortized time 

logarithmic In the number of blocks In the Psyche virtual address space. optimiztng access to 

realms that are frequently used. 

Each Psyche proteCtion domain is implemented by a VUMA address space and a llst of 

VUMA pages. describing the core image of the initial realm of the protection domain. In 

addition. each protection domain maintains a llst of realms that have been accessed from 

within the protection domain. and a llst of other protection domains that have accessed its 

Initial realm. These llsts are used to avoid authorization on subsequent calls. and to ensure 

consistency across protection domains when realms are destroyed. 

The protection attributes defined by the PUMA layer are definitive. In that the protection 

associated with a page In lower layers may be more restrictive than the true protection. The 

true access rights to a page within a proteCtion domain can only be determined by the PUMA 

layer. In particular. a protected procedure call will generate an Invalid fault that can only be 

resolved by the PUMA layer. in cooperation with protection poliCies defined by the user. 

3.3. Interaction Between Layers 

Operations within the vlrtual memory system are Induced by two kinds of events: user 

memory references that cause a page fault and system daemons that execute periodically. 

Events of both kinds occur at all layers In the system; each layer defines its own response to 

faults and the nature of the daemons that execute within the layer. 

Page faults propagate upwards. from the lowest layer In the system (NOMA) to the highest 

(PUMA). Each layer in the system may use faults to implement demand-driven poliCies. When 

a layer elects to service a fault. the fault propagates no higher. The NUMA layer. which Is 

responsible for local memory management. can use faults to implement second-chance 

reclamation schemes for ·paged out" local memory. The UMA layer. which attempts to 

minimize the number of nonloca1 references. can use faults to implement software caching 

schemes. The VUMA layer. which manages backing storage. can use faults to implement 

demand paging. Finally. the PUMA layer. which implements higher-level operating systems 

functions. can use faults to implement protected procedure calls. We describe how the layers 

cooperate to implement vlrtual memory and NUMA memory management In later sections. 

Active agents. or daemons. are necessary for the implementation of certain poliCies. 

Daemons may operate at each of the levels In the memory management system. and are 

distinguished on the basis of function. Daemons within the NUMA layer help to implement the 
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policy for local page replacement. Each daemon manages one local memory. allowing the 

architecture to scale without affecting page replacement. Daemons in the NUMA layer interact 

with the UMA layer uSing a buffered queue and upcalls. Daemons within the UMA layer help 

to implement the policy for global memory management and for NUMA memory management. 

Global UMA daemons service page replacement requests provided by the page daemons at the 

NUMA layer. Other daemons monitor dynamic reference behavior to implement page mlgratlon 

and replication policies. Daemons within the VUMA layer manage backing store. serving 

pageout requests from UMA daemons. One result of our layered organization is that daemons 

at each layer are independent of deamons In other layers. perfOrming different functions and 

executing at different rates. 

3.4. Rationale 

Our particular dMslon of functionality Into layers reflects both the locality Inherent In the 

memory hierarchy and our original goals of portability. scalability. and generality. Different 

levels In the memory hierarchy are iSolated within different layers In the deSign. allowing each 

layer to tailor Its implementation to one level of the hierarchy. Portability results from iSolating 

machine-dependent details within the lowest level of the memory hierarchy. Scalability is 

supported by the separation of local and global resource management. Generality is achieved 

by Isolating Psyche abstractions within the highest level of the memory hierarchy. separated 

from traditional memory management functions. 

The separation between the NUMA and UMA layers results from the diStinction between 

local and remote memory. We use simple. well-understood poliCies for local memory 

allocation. whiCh serve as a building block for global poliCies. Since the NUMA layer uses only 

local Info=atlon to implement Its poliCies. It is unaffected as the architecture scales to larger 

configurations. Within the UMA layer. more complex global poliCies for page mlgratlon and 

replication are Simplified by uSing locallnfo=atlon provided by the NUMA layer. 

The separation between the UMA and VUMA layers reflects the difference between main 

memory and backing store. The UMA layer uses physical memory as a large disk cache. 

aVOiding diSk operations whenever poSSible. The YUMA layer implements demand paging 

between memory and backing store. The default pager process and poliCies that optimize disk 

utilization are isolated within the VUMA layer. 

The separation between the VUMA and PUMA layers iSolates the effects of the Psyche 

kernel Interface from the implementation of virtual memory. Given the relative novelty of 

multiprocessor operating systems. and the lack of long-te= experience with multiprocessor 

programming. evolution In the kernel Interface is to be expected. A narrow window between 
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the VUMA and PUMA layers allows experimentation at the kernel Interface level without a 

complete relmplementatlon of memory management. In addition. this separation ensures that 

techniques used In the NUMA. UMA. and VUMA layers can be applied to other multiprocessor 

operating systems. 

The data structures In each of the layers are a cache for information maintained at a 

higher layer. usually In a more compact form. For each protection domain. the PUMA layer 

maintains a list of realms for whiCh access has been authorized. The mapptngs for Individual 

pages In the protection domain reside In the VUMA layer. Multiple copies of each page are 

descnbed In the UMA layer. Multiple hardware page tables for each UMA address space are 

maintained In the NUMA layer. 

As In Mach [18]. we can discard information within a layer and use lazy evaluation to 

construct it. Whenever an Invalid fault cannot be Interpreted at a given layer. it is propagated 

to the next layer. which can reconstruct mappings In the lower layer. For example. the 

contents of hardware page tables can be reconstructed from correspondtng UMA page tables. 

If a hardware page table is extremely large or if all page tables consume too much physical 

memory. page table entrtes may be discarded: subsequent Invalid faults cause the 

corresponding portions of a page table to be reconstructed by the UMA layer. In addition. an 

Individual mapptng In a hardware page table can be discarded by the NUMA layer to force a 

reevaluation of a page placement decision. When a reference to the corresponding page 

occurs. the global pol!cy Implemented by the UMA layer is Invoked to determine whether a 

page should be replicated or migrated. Finally. when an address space Is created. we need not 

construct a representation for all pages In the address space at all levels. Lazy evaluation of 

mapptngs avoids mapptng pages that are never referenced and postpones page placement 

decisions until reference information is available. 

4. Virtual Memory 

The virtual memory system attempts to maintain a pool of available physical memory on 

each processor node. wh!le ensurtng that virtual pages remain somewhere In memory for·as 

long as possible. These two distinct goals are achieved ustng two dlfferent pol!cles: local page 

daemons manage the physical memory on each processor node to ensure that local memory 

needs can be satisfied: global page daemons mIgrate pages among processor nodes and 

backing store to ensure that overall system needs are met. 

Each processor node has a NUMA page daemon to manage Its local memory. When a 

need for physical memory on a particular node ames. the least-recently-used (LRU) page on 

that node is chosen for replacement. We use the Clock algonthm [8] to Implement LRU 
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approximation. Clock Is an example of a global page replacement algorithm [71, in that the 

algOrithm considers a page for replacement without regard to which process owns the page. 

We chose a global page replacement algOrithm, In contrast to a local page replacement 

algorithm such as Working Set (WS), because global policies are easier to Implement and 

appear to be more appropriate for multiprocessors, wherein most of the processes In the 

system belong to a small number of applications and page usage will frequently span process 

boundaries. 

The Clock algorithm requires that we maintain reference information for each page. 

Although this task Is straightforward on a uniprocessor that supports reference bits, and Is 

even feasible on a uniprocessor lacking hardware reference bits [21, several complications arise 

In the multiprocessor environment. 

• Reference bits are associated with page table entries, and therefore record page map 

reference information, rather than page reference information. In a typical uniprocessor 

environment, where each page Is mapped by a single page table entry, this distinction Is 

not Important. However, In a multiprocessor environment that encourages page sharing, 

page reference information may need to be synthesized from several hardware reference 

bits, some of which reside in non-local memory. 

• The operating system must periodically update reference information by clearing hardware 

reference bits. Even If reference information Is only computed for pages In local memory, 

page tables that map the page may be located anywhere In memory. In addition, 

translatk;h lookaslde buffer (1LB) entries may need to be flushed to maintain consistency 

with page table entries, introducing additional cost and complexity [3,201. 

• To mInlmlze average memory access time on a NUMA multiprocessor, a logical page might 

be represented by many physical copies. Page reference information for the logical page 

must be synthesized from the reference information for the various copies. This syntheSiS 

Is expensive, but could be extremely Important If It prevents the removal of the last copy of 

a page from memory when that page Is being used. 

In Psyche, local reference information Is used and maintained by the NUMA page daemon, 

which runs when the available memory on a node falls below some threshold. The daemon 

executes a two-handed Clock algorithm [151 on the local core map to select a page to be 

replaced in the local memory. The core map contains node-local reference bits, which are set 

only If the page has been referenced locally. The daemon sets the node-local reference bit If 

the reference bit in any of the local page table entries for the page Is set. The rate at which the 

core map Is scanned depends on the amount of local physical memory that Is available. A 

page Is selected by the local page daemon If It has not been used recently by a process on the 
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same node as the page. 

Selected pages are placed on the in-transit list. When a page Is placed on the tn-transit 

list. all local mapptngs are made Invalid. Any remote mapptngs for the page are left 

unchanged. By leaving the remote mapptngs tntact. we put off the expense of remote 

invalidations until the page is actually removed from local memory. Immediate Invalidation Is 

not required for remote mapptngs because the contents of the physical page are unchanged 

and any global reference Information that could be collected with an tnvalid remote mapptng 

could not affect the decision to remove the page from local memory. If a page Is referenced 

locally while on the tn-transit list. it Is removed from the list. mapped tnto the address space tn 

which the fault occurred, and its node-local reference bit Is set. In this case, we avoid the cost 

of remote tnvalidation altogether. 

One result of the decision to postpone remote tnvalidations Is that the NUMA layer does 

not need to tngger remote tnvalidation. All mapptngs to nonlocal memory are created by the 

UMA layer and page table consistency decisions are made by the UMA layer. 

The tn-transit list Is processed by an UMA page daemon. which runs whenever the Size of 

an tn-transit list exceeds some threshold. The UMA page daemon examtnes pages on the tn­

transit list tn order. The daemon must decide whether to move the page, delete it, or leave it tn 

place. On a multiprocessor with local and non-local memory, the UMA page daemon wlll 

rarely, if ever, choose to leave a page tn place. Stnce the page Is not betng used locally, either 

it is not tn use at all, tn which case it can be removed from physical memory. or it is betng 

used remotely, and therefore can be moved without tncreastng the access time for the page. 

The UMA page daemon can delete the page if there are other copies of the page tn 

memory. In this case, all mapptngs for the physical page can be changed to refer to a different 

copy or made tnvalid. Subsequent faults provide an opportunity for reevaluating the need for a 

local copy. 

If the UMA page daemon chooses to move the page, any remote mapptngs for the page are 

made tnvalid. The daemon moves the page to a node with available physical memory, 

preferably a node that already contatns a mapptng for the page. The node-local reference bit 

for the new copy Is set. so that the page wlll not be chosen for removal from its new location 

until a complete Clock cycle of the correspondtng NUMA page daemon has occurred. The page 

is then placed on the pageout list. from which matn memory pageout decisions are made. 

2. Since we are also implementing the illusion of unifonn memory access time in the UMA layer. poor choices by 
the global page daemon can be allevtated by page mtgratlon and replicatlon policies. 
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A VUMA pageout daemon runs whenever the amount of available physical memory falls 

below some threshold. Pages on the pageaut list are candidates for removal from main 

memory. However. since all mappings to a page on the pageout list have been made Invalid. 

any reference to such a page will result in a page fault. allowing the kernel to collect global 

reference information. The overhead of maintaining global reference information Is one page 

fault per page. and Is incurred only to prevent the removal of a page from main memory. 

During a subsequent page fault. all hardware mappings are reconstructed and the page Is 

removed from the pageaut list. If the page Is not referenced before It reaches the head of the 

pageout list. a flush to backing store Is Initiated (If necessary) and the physical page Is 

reclaimed. As a result. a page Is flushed from main memory only when there Is little physical 

memory available anywhere in the system. the page has already been moved from one memory 

location to another (in effect. moving the page Into the disk cache). and the page has not been 

referenced locally in its current location for a complete cycle of the local Clock algorithm. 

When a page Is requested. it may be found In one of several places: in local memory. in 

global memory. on an in-transit list. on a pageout list. or on backing store. The NUMA layer 

maps pages in local memory or on an in-transit list. The UMA layer maps pages in global 

memory or on a pageout list. The VUMA layer retrieves pages from backing store. 

When a page Is brought Into memory from backing store. it Is placed in the local memory 

that requested the page. assuming there Is free memory. The requested page is mapped into 

the faulting address space. Prefetching is used to mInlmlze disk traffic. but not the number of 

page faults. Prefetched pages are also stored in local memory as part of a single I/O operation. 

but are not mapped into any address space. Subsequent references to those pages may cause 

the page to migrate or replicate. 

A major advantage of our vtrtual memory organization Is that the management of local 

memory. global memory. and backing store are separated. with separate policies for each. The 

number and location of the various page daemons can vary with the complexity of the 

corresponding policies and the demands within the memory hierarchy. By buffering pages 

between daemons that Implement the various policies. we can cluster the transfer of pages 

between one memory and another or between memory and backing store and amortize policy 

computations over several pages. In addition. we effectively "cache" pages between layers in 

the memory hierarchy. allowing them a second chance at either local memory or main memory. 

Furthermore. the separation of poliCies allows a separation of the paging rates for local and 

global memory: we can utilize well-understood poliCies and paging rates for local memory 

management that are independent of the computation of more complex global poliCies. 
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Our virtual memory implementation has several attractive properties as well. Pages are 

removed from main memory Infrequently, and then only when there is a shortage of physICal 

memory and the page is known not to have been referenced recently from anywhere in the 

system. Frequently used pages, even if copies, take precedence over unused pages: copies of a 

page are coalesced before the page is considered for removal from main memory. Global 

reference information, which is expensive to maintain, is collected only on pages that are being 

considered for removal from main memory. Finally, invalidation of remote page table entrtes 

and TLBs, which can be very complex and expensive, is done only when absolutely necessary 

(Le., when a page is actually moved or deleted). 

5. Page RepUcation and Migration 

The Psyche memory management system provides the fllusiOn of unlform memory access 

time on a NUMA multiprocessor. We attempt to minimize the number of references to nonlocal 

memory by uSing page mlgration and replication. Migration causes pages that are write­

shared to move close to a processor that accesses them frequently. Replication is used to 

minlm1ze memory contention, giving each processor that reads a page a different (possibly 

nonlocall copy, and minimize remote memory accesses, ensuring that each processor has a 

local copy. 

Page replication is particularly well-suited to readonly pages, since duplicate copies 

always remain consiStent. Page replication can also be applied to read-write pages, but the 

system must maintain consistency among copies. Cache coherence protocols, such as a 

directory-based write-Invalidate or write-through protocol, can be Implemented in software. 

maintaining consiStency by propogatlng changes to all copies or merging copies when a change 

occurs. The policy that controls page replication must balance the benefits of replicating 

read-write pages with the overhead of maintaining COnsiStency In software. 

Page migration is also approprtate for readonly pages when physical memory constraints 

preclude replication. By plaCing the page close to the processor that uses it most frequently, 

we can mtntmlze average access time for the page. Page migration can also be used with read­

write pages. Improving access time without the need for a consiStency protocol. 

EffiCient page migration and replication poliCies are currently under investigation [4, 111. 

Here we will deSCribe the mechanisms prOVided by the Psyche memory management system 

and the simple policy we have Implemented. 

Any policy for effective page replication and migration requires extensive reference 

information. Unlike our page replacement algorithm. which performs local memory 

management and therefore requires only local reference information. global memory 
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management requires global reference information. Ideally, page usage information for each 

processor would be avaUable. Although potentially expensive to matntaln, approximate page 

usage statistics based on aging reference bits can result In substantially better policy decisions 

than single reference bits [121. An alternative Is to base page placement decisions on more 

recent information, such as the last reference to the page. 

Both short-term and long-term reference behavior can playa role In a global memory 

management policy. A single reference to a page Is a good indication of future use, and 

therefore Is an Important consideration In the placement decision. In those circumstances 

where the placement decision has little global Impact (for example, the decision to make a local 

copy of a readonly page), a single reference may be suffiCient to justify the placement decision. 

In other Situations, where the placement decision must balance references from many different 

nodes, long-term reference history w1l1 usually result In a better decision. 

Since dynamic reference behavior and local memory mangement policies determine the 

optimal page location, static placement decisions are unJikely to be effective. Therefore, the 

system must periodically reevaluate page placement decisions. Fortunately, only mappings for 

pages In nonlocal memory need to be reevaluated, since accesses to pages In local memory are 

already optimal. 

A page Is stored In nonlocal memory for one of two reasons: (1) at the time of the 

placement deCision, there was no room In local memory for a copy of the page, or (2) the page 

could not easily be migrated to local memory. A page that Is stored In nonlocal memory due to 

a temporary shortfall In local memory can be copied or migrated when local memory becomes 

avaJIable. A page that doesn't migrate to local memory due to recent global reference behavior 

may want to migrate If the reference behavior changes. Recognlzlng the avaJIabfllty of local 

memory Is easy; recognizing a change In global reference behavior Is much more difficult. 

Both the UMA layer and YUMA layer are responsible for freeing pages In local memory, at 

the request of the NUMA page daemon. The UMA layer moves pages to nonlocal memory; the 

YUMA layer writes pages to backing store. When local pages are freed, the UMA daemon 

makes Invalld all local mappings to nonlocal. readonly pages. Subsequent references to the 

page will cause a page fault, enabling a new placement decision to be made, which can result 

In the creation of a local copy. 

To recognize a change In reference behavior, we must collect and evaluate global reference 

Information. One form of reference behavior Is already collected by the virtual memory 

implementation: pages that are not used locally become candidates for migration; pages that 

are migrated and not used globally become candidates for pageout. For pages that are In use, 

either locally or globally. we must choose between migration and replication. 
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A shared page can be in one of three states: readonly. read-domlnant. and read-write. A 

readonly page Is never modified. and therefore. may be freely copied on reference. subject to 

the avaUabiUty of physical memory. A read-write page is often modified. and will typically have 

only one copy. which may migrate according to the frequency of references. A read-dominant 

page Is infrequently modified. and can be either migrated or replicated. depending on the cost 

of maintaining consistency and recent references to the page. Over time. a read-write page 

may become read-dOmlnant. if few modifications to the page occur. SimUarly. a read-dOminant 

page may become read-write if. over time. the frequency of modifications increases 

slgnificantly. The system must monitor write operations to both read-write and read-dominant 

pages to Idenwy these transitions. 

No single action on the part of a user program causes a read-write page to become read­

dominant. It Is the absence of write operations over a period of time that slgnals this 

transition. Using the modify bit provided by the hardware. we periodtcally scan mappings and 

attempt to determlne when a read-write page Is no longer being modified. Such a page then 

becomes read-domlnant and. depending on the particular global memory management policy. 

may be freely copied. 

The NUMA layer implements a mlgration daemon that scans local mappings. The rate at 

which the daemon runs is determlned by the global memory management policy implemented 

by the UMA layer.3 The daemon examines all local mappings to shared pages that are read­

write. A software modify bit in the core map is maintained based on the hardware modify bits 

in local page table entries that map the physical frame. The UMA layer is notified when a 

software modify bit has not been set since the last scan of the migration daemon. When the 

UMA layer has collected this information from all mappingS for an UMA page. the page 

becomes read-dominant and subject to replication. Copies of a read-domlnant page are 

mapped readonly. Subsequent modifications to the page result in a page fault. which can be 

used to slgnal a transition from read-domlnant to read-write status. 

Our current simple policy for page migration and replication is described in Flgure 2. 

Pages can be either replicatable. mapped but not replicatable. or not mapped anywhere. Prior 

to the first write. a page Is replicatable. All copies of a read-write page are Initially mapped 

readonly to catch the first modification to the page. We maintain consistency by invalidating 

all copies when a page Is written. A page that has been written recently cannot be replicated. 

3 Mtgration daemons do not execute at alllf the polley does not require them. 
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Figure 2: NUMA Polley State Diagram 

The first write fault to a page causes copies of the page to coalesce at the location of the 

fault. Migration IS not penonned explicitly by our simple polley. but does occur implicitly as a 

result of the page replacement policy. When a page IS removed from local memory. It IS placed 

in nonlocal memory close to where It IS being used. effectively mlgrating a read-write page. 

Automatic page placement and virtual memory dec!sions often must interact. The page 

replication rate that results from the global memory management polley determines how 

readily physical memory IS devoted to repllcated pages. which in turn affects the pageout rate. 

The pageout daemon uses a feedback loop to control thIS affect. The replication rate IS 

determined by the maximum number of copies allowed per page and the percentage of physical 

memory that may be devoted to replicated pages. When pageout occurs frequently. the 

replication rate IS reduced. cauSIng the global policy to favor mlgration and nOnlocal 

references. As a result. we increase the potential for nonlocal memory references to reduce the 

number of I/O operations. 

The global page daemon can also choose to coalesce copies to reclaim memory. providing 

a fonn of negative feedback to the page replication polley. Copies that go unused locally are 

discovered by the local Clock daemon and freed by the global page daemon. Future references 

cause page faults. which trigger a new decISion on page placement. 
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6. Related Work 

Several recent projects, including Mach (18), Symunlx II (9), and ChoIces (6), have addressed 

various aspects of the memory management problem for multiprocessors. None of these 

systems, however, has attempted to address the full range of issues In the scope of a single 

system. Mach emphasizes portabUlty, Symunlx II focuses on scalabUlty, and ChoIces is 

designed for modularity. We know of no system other than Psyche that implements an 

integrated solution to virtual memory management and NUMA memory management for large­

scale, NUMA multIprocessors. 

Mach was the first operating system to structure memory management into machine­

dependent and machine-independent modules. The desIgn of our NUMA layer was heav!ly 

Influenced by the Mach pmap interface. However, we have dtrectly addressed issues of scaltng 

and NUMA management, which have not been a focus of the Mach development. The Mach 

pmap module exports a s!ngle uniform memory model; our NUMA layer exports a physical 

memory hIerarchy, whIch is managed by the UMA layer. A Mach implementation for a NUMA 

multiprocessor is expected to provide a uniform memory abstraction within the machine­

dependent module. Mach implementations on the RP3 (5) and ACE multiprocessor 

workstation (4) exploit global memory to implement the uniform memory model; page allocation 

and reclamation are performed In the machine-independent portion of the kernel without 

regard to local pollcies. Our approach allows us to separate the management of a multi-level 

memory hIerarchy from the machine-dependent portion of the kernel and to separate local and 

global memory management pollcies. 

Symunlx II, the mtracomputer versIon of Unlx, has goals s!m!lar to ours, but takes a 

different approach. Symunlx II does not implement standard demand paging: a process 

cannot run unless there is sufficIent memory for the enUre process. Unl!ke Psyche, Symunlx II 

does not automatically cache data in local memory; instead, a cache interface is exported to 

the user. To avoId the costs of malntalntng 1LB consistency, Symunlx II does not replace 

pages that are mapped into multiple address spaces. Finally, the interaction between demand 

paging and NUMA memory management is not addressed in Symunlx II. 

ChoIces implements a fam!ly of operating systems by encapSUlating memory management 

abstractions Into a class hIerarchy of objects. Memory pollcies can be tailored to indIvidual 

memory objects and architectures. ChoIces uses local page replacement schemes, and has not 

explored the interaction between global memory management and NUMA memory 

management. ChoIces has been implemented on an UMA multiprocessor and Is now being 

ported to a NORMA (No Remote Memory Access) multiprocessor (the Intel Hypercube); the 

particular problems presented by a NUMA multiprocessor have not been addressed. 
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Our work IS complementary to the experimental Platinum kernel [111 In use at the 

University of Rochester. Platinum IS not Intended to be a complete operating system; It IS a 

platform for Investigating nonuniform memory management. Platinum Implements an 

abstraction called coherent memory. whICh IS Implemented In software as an extension of a 

directory-based caching mechanism using invalidation. LIke the Psyche UMA layer. Platinum 

attempts to migrate and replicate pages close to processors that use them. Unlike Psyche. 

major portiOns of the Platinum kernel reside In coherent memory. Platinum IS being used to 

emplrlcally evaluate various migration and repl!catlon policies; we plan to Incorporate the 

results of this evaluation Into our UMA layer implementation. 

Our work can also exploit the results of simulation and poliey studies for NUMA 

management performed at Duke [12. 131. The simulation studies use software page tables and 

software address translation to study the effects of reference hIStory. page size. and page table 

locking on NUMA management schemes. The polley studies have considered static solutions 

to the page placement problem when working sets do not fit In local memory. Both of these 

studies have considered Isolated aspects of the memory management problem for NUMA 

multiprocessors. while we have attempted an Integrated solution. 

7. Conclusions 

Large-scale. shared-memory multiprocessors have a multl-level memory hierarchy that 

Introduces new problems for tre memory management system. Virtual memory can be used to 

migrate pages between malrl~memory and backing store. NUMA memory management can be 

used to migrate or replicate p~s Into local memory. These solutions should be developed in 

tandem. since virtual memory and NUMA memory management will often interact. 

We have deSCribed the Psyche memory management system. which address both ISsues 

and provides an Integrated solution. In Psyche. pol!cles for page replacement and page 

replication are carefully connected. System overhead IS reduced by having a single daemon 

support both page replacement decISIons and page placement decISions. Reference 

information used to gUide page replacement Is used to gUide page placement. PoliCies and 

mechanisms are separated Into layers that focus on different layers in the memory hierarchy. 

As a result. our implementation Is portable and scalable. 
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