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ABSTRACT
Systems that automatically recognize human activities offer
the potential of timely, task-relevant information and support.
For example, prompting systems can help keep people with
cognitive disabilities on track and surveillance systems can
warn of activities of concern. Current automatic systems are
difficult to deploy because they cannot identify novel activ-
ities, and, instead, must be trained in advance to recognize
important activities. Identifying and labeling these events
is time consuming and thus not suitable for real-time sup-
port of already-deployed activity recognition systems. In this
paper, we introduce Legion:AR, a system that provides ro-
bust, deployable activity recognition by supplementing exist-
ing recognition systems with on-demand, real-time activity
identification using input from the crowd.

Legion:AR uses activity labels collected from crowd work-
ers to train an automatic activity recognition system online
to automatically recognize future occurrences. To enable the
crowd to keep up with real-time activities, Legion:AR intel-
ligently merges input from multiple workers into a single or-
dered label set. We validate Legion:AR across multiple do-
mains and crowds and discuss features that allow appropriate
privacy and accuracy tradeoffs.
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INTRODUCTION
Automatically recognizing human activities offers the poten-
tial for timely, task-relevant information and support in di-
verse domains, such as prompting systems that keep people
with cognitive disabilities on track [34], smart homes that de-
tect when to summon help so that older adults can live in-
dependently longer [29], and surveillance systems that de-
tect troublesome behavior in busy environments [21]. Un-
fortunately, recognizing activities in the real world is diffi-
cult. The same high-level activity may be performed in very
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different ways by different people, with different tools, or in
different contexts. As a result, identifying activities robustly
can require both commonsense knowledge and high-level rea-
soning. Due to this, automatic approaches to recognizing
these activities remain brittle, with the performance of sys-
tems highly dependent on the particular instances of an activ-
ity and context in which a system has been trained. People
are able to recognize these activities well, but are generally
not able to supply labels quickly or consistently enough to
use in a real system. Moreover, monitoring services that em-
ploy trained human workers are prohibitively expensive and
introduce privacy concerns. As a result, activity recognition
systems are expensive to deploy and difficult to scale.

In this paper, we introduce Legion:AR, a system that com-
bines the benefits of automatic and human activity labeling
for more robust, deployable activity recognition. Legion:AR
uses an active learning approach [34] in which automatic ac-
tivity recognition is augmented with on-demand activity la-
bels from the crowd when an observed activity cannot be con-
fidently classified. In contrast to prior systems that have used
human labelers to train activity recognition systems offline,
Legion:AR is designed to work on-demand and in real-time,
allowing the human labels to be integrated directly into the
deployed system. By engaging a group of people (the crowd),
Legion:AR is able to label activities as they occur more reli-
ably than a single person can, especially in complex domains
with multiple actors performing activities quickly.

Involving humans in activity recognition naturally raises pri-
vacy and confidentiality concerns. In addition to the crowd
being a source of anonymous workers who can be completely
unknown to the user, Legion:AR includes two features to pro-
vide application designers flexibility when choosing how to
address these concerns. First, Legion:AR can automatically
detect people and veil them by showing only a colored silhou-
ette (Figure 1). We show that, in some common settings, hid-
ing visual details does not significantly affect the quality of
the labels generated by human workers. Second, Legion:AR
allows designers to provide application users the ability to
cancel crowd labeling of activities if they respond within a
specified time window, e.g. opt-out via a prompt on a mobile
device. Finally, in some domains, people may be willing to
give up some privacy to receive the benefits of the system. For
instance, older adults may make privacy sacrifices in order to
independently live in their homes longer [20]. Because the
crowd can be engaged only when automatic activity recogni-
tion fails, many of the privacy benefits of a fully-automated
system are maintained using Legion:AR.



Figure 1. Worker view of a multi-actor scene from the monitoring domain in which people have been automatically identified and veiled in separate
colors to preserve privacy. These veils can cover only the face (as seen in the left two panels), or the entire silhouette of the user (‘red’ user in the right
most panel). Our experiments show that this veiling does not decrease workers’ ability to accurately label the activities they are performing.

We explore Legion:AR in the context of two systems that
use activity recognition. The first is a prompting system de-
signed to help people with cognitive disabilities keep on track
while performing activities of daily living, e.g. making din-
ner [8]. We test Legion:AR on a set of eight routine tasks in a
home environment by training separate Hidden Markov Mod-
els (HMMs) using crowd labels generated in real-time and
expert labels generated offline. We show that the crowd can
outperform single users and that using the labels suggested by
the HMM, crowd workers more quickly and accurately con-
verge to consistent labels. The second is a surveillance system
that uses a Microsoft Kinect 3D camera to gather visual data
from self-service snack store in our department. We then used
Legion:AR to label the activities of people near the store, e.g.
choosing a snack, buying a snack, walking past. With this
example, we demonstrate both that Legion:AR is able to la-
bel the activities of multiple actors simultaneously, and that
the system can label activities accurately even when people
are veiled in a colored silhouette to conceal their identity. We
then show that workers are able to jointly generate accurate
labels at different hierarchical levels, allowing Legion:AR to
collect a richer sets of tags than even trained labelers.

Our contributions are the following:

• We introduce a system that enables the crowd to collec-
tively label activities on-demand in real-time, and performs
active learning from crowd-generated labels.

• We demonstrate that groups of workers (even anonymous
web workers) are able to reliably generate consistent la-
bels, in real-time, that are more accurate and complete than
that of a single worker with the help of our system.

• We articulate the idea for creating more deployable activ-
ity recognition systems by supplementing automatic ap-
proaches with on-demand crowd labeling.

• We present features that application designers can employ
to appropriately balance privacy and functionality in sys-
tems that use activity recognition.

• We demonstrate that workers can label activities of desired
individual actors in scene containing multiple people, with
varying granularity, even while preserving the privacy of
users by automatically veiling people in video.

THE CROWD
We identify users as people whose activities are being identi-
fied and workers as members of the crowd helping to generate
label data. We define the crowd as a dynamic pool of possi-
bly anonymous workers of varying reliability that can be re-
cruited on-demand. Because the pool is dynamic, workers
come and go, and no specific worker can be relied upon to be
available at a given time or to continue working on a job for
a set amount of time. Workers cannot be relied upon to pro-
vide high-quality work of the type one might expect from a
traditional employee for various reasons including misunder-
standing of task directives, laziness, or even maliciousness.
Finally, workers may experience delays that are beyond their
control, such as network bandwidth variability.

For enabling real-time activity recognition, the dimensions of
the crowd that are most relevant are (i) the time each recruited
worker continues working on the task and (ii) the quality of
the worker’s output. These can be measured empirically for a
specific crowd source, but are expected to be task-dependent
[30]. A related dimension is the latency required to recruit
workers to a particular job. Our system builds on prior work
that has shown workers can reliably be recruited in seconds
by using pre-recruiting and retainer pools [3, 4].

In this paper, we run experiments using pools of workers
drawn both from local study participants and from Amazon’s
Mechanical Turk. For some applications that require real-
time activity recognition, companies may find value in of-
fering vetted pools of workers [2]; in others, family mem-
bers or other trusted individuals may form the crowd. As a
web-based framework, Legion:AR is compatible with diverse
worker pools, and users may select the types of crowds that
will power the system. Even when workers are trusted, Le-
gion:AR is still a benefit because it allows workers the flex-
ibility to come and go, and allows the group to collectively
provide better and more complete labels than the average con-
stituent labeling individually.

RELATED WORK
Legion:AR builds on work in both activity recognition and
real-time human computation. In recent years, the develop-
ment of small unobtrusive sensors has made it practical to
create smart environments that can both recognize our ac-



Figure 2. The Legion:AR system. When the automatic system (HMM) is unconfident about an activity label, it requests labels from the crowd. Crowd
workers are able to see the system’s predicted activity label and either validate it or propose a new label of their own. The labels from the crowd workers
(Li) are sent back to Legion:AR, which then determines a final label and uses it and the associated segment of sensor data to train the HMM. The HMM
adds this to its model in order to identify the activity later and forward that prediction back to the crowd.

tions and act to improve our experience in the environment.
The importance of these environments has emerged espe-
cially in the area of automated health monitoring, where there
is tremendous need to promote aging in place and improve
quality of life for the elderly [19]. However, accurate detec-
tion of activities in the home is challenging because of the
wide range of possible activities. Crucial events in health
monitoring, such as user errors, and critical actions, such as
falling, occur randomly and are rarely observed. While an au-
tomated activity recognition system may perform accurately
in well-trained situations, it is impossible to train all possible
activities ahead of time in a deployed system. Legion:AR fills
in the gap left by automated systems by leveraging the crowd.

Prior work in activity recognition has addressed the need to
gather instances of activities in diverse contexts by engaging
groups of people. A common use of human effort in activity
recognition is for offline labeling, in which people label the
activities in a video and this data is used to inform the learn-
ing model [34, 35]. These approaches have shown that both
small controlled crowds and larger ones, such as Amazon’s
Mechanical Turk, are capable of providing effective training
data. Another common approach is to ask users to perform
and annotate activities in the contexts in which they want
them to be recognized [1]. Crowdsourcing has been used to
gather labels from many users, associate new users with ex-
isting personas, and then allow individuals to correct misla-
beling of their activities [13]. In contrast to these approaches,
Legion:AR enables the crowd to label activities in real-time,
allowing it to correctly label novel events on their first oc-
currence. For home monitoring, this means that potentially
harmful events, such as an individual cutting oneself with a
knife, can be identified the first time they happen. Likewise,
for public monitoring domains, criminal acts, fires, or other
dangerous events can be correctly reported even if the system
was not trained specifically for the event. To our knowledge,
Legion:AR is the first system to employ the crowd in real-
time to augment activity recognition systems so that they can
respond interactively to novel activities and contexts.

Legion:AR is an example of human computation: integrating
people into computational processes to solve problems too

difficult for computers. Human computation has been shown
useful in a variety of domains, e.g. writing and editing [6],
image description and interpretation [3, 31], and protein fold-
ing [9]. Most work in human computation has focused on ob-
taining quality work from an unreliable pool of workers, and
has generally introduced redundancy and layering into tasks
so that multiple workers contribute and verify results at each
stage. For instance, guaranteeing reliability through answer
agreement [31] or the find-fix-verify pattern of Soylent [6].
Unfortunately, these approaches take time, making them less
well-suited to real-time tasks such as activity recognition.

Several systems have explored how to make human compu-
tation interactive. As an example, VizWiz [3] answers visual
questions for blind people quickly. It uses quikTurkit to pre-
queue workers on Amazon’s Mechanical Turk so that they
will be available when needed. Adrenaline uses a retainer
model to recruit workers in just a few seconds to enable real-
time photography assistance [4]. The Legion system enables
real-time collaborative control of an existing user interface
by allowing the crowd to collectively act as a single operator
[15]. Individual crowd workers input suggestions as to what
commands should be executed next, and the Legion system
uses an ‘input mediator’ to intelligently choose which to for-
ward to the actual interface based on such metrics as “crowd
agreement.” Legion:AR builds on this framework and work-
flow, and introduces the idea of forwarding not only select
single inputs, but also sequences of inputs that are generated
by merging multiple different workers contributions. This ef-
fectively expands the model introduced in Legion to handle
situations in which the problem is not only the reliability of
individual workers, but also the inability to provide answers
at a sufficient rate, such as providing natural language activ-
ity, action, and object labels for complex actions. Legion:AR
includes an HMM to learn from those labels, and introduces
a number of other features specific to this domain, e.g. those
features included specifically to address privacy concerns.

Prior work has looked into using multiple camera angles to al-
low automatic systems to use silhouettes in addition to RFID
tags to recognize activities while preserving the anonymity
of users in a home activity domain [22]. Other systems have



Figure 3. The Legion:AR worker interface. Workers watch live video
of an activity and enter open-ended text labels into the text field below.
They can see labels from other workers and the learning model (HMM)
on the right, and can agree with them by clicking on them. Workers also
indicate when activities have ended in order to segment the video.

used simple anonymous sensors such as motion detectors and
pressure mats along with RFID tags to maintain a certain
amount of privacy when detecting activities in the home [32].
We use a similar approach with Legion:AR, using RFID tags
and automatically generating privacy veils to cover each user.
Since people are able to gain more information from context,
we show that it is not always necessary to use multiple cam-
eras at different angles (though improvement could still be
seen when more are available). Reducing the amount of in-
formation introduces a tradeoff between levels of privacy and
activity awareness. Some of these tradeoffs have been ex-
plored in a workplace setting by [12].

Legion:AR
Legion:AR consists of three primary components (Figure 2):
(i) the worker interface for displaying data and collecting real-
time labels, (ii) an input mediator that collects inputs from
multiple crowd workers and merges them into a final activity
segment and label set, and (iii) an automatic activity recog-
nition system that uses an HMM to identify activities. Ap-
plications using Legion:AR for activity recognition provide a
data stream that is used by the HMM to generate an activity
label. If it cannot confidently derive a label from the stream,
then it asks the crowd to label the activity. Currently, it uses
a variant of quikTurkit [3] to recruit crowd workers within a
few seconds. Crowd workers see the worker interface (Figure
3) and either type the activities they see in the included video
or agree with activity labels provided by others. These labels
are sent back to Legion:AR, which merges the input of mul-
tiple workers by associating overlapping labels and inserting
new ones into an ordered stream. Legion:AR then forwards
the labels and corresponding segmentation to the HMM to be
used for training so that the activity can be recognized later.

Requesters begin by starting the Legion:AR application and
providing a data stream. Our current implementation of Le-
gion:AR uses a HMM that can be trained using either video

and RFID data, or visual data from a Microsoft Kinect. RFID
data is collected from a powered, wrist-mounted RFID reader
worn by users. The visual data is collected via cameras
mounted in the area in which activities are to be observed.

These sensors provide a fine-grained context for recogniz-
ing individuals and their activities. RFID tags provide a rich
source of context information through object interactions.
Activity recognition using RFIDs are shown to be extremely
accurate if users and environments are correctly instrumented
[24]. However, in some situation this may be difficult and
accuracy can fall due to some interactions not being picked
up [17]. The tradeoffs involved in selecting a source of fea-
ture data for the automated system when using Legion:AR
are the same as in traditional AR. In our kitchen lab environ-
ment, multiple RFID tags are instrumented on each object,
and each RFID tag is uniquely identified for the object it is
attached. Users then wore an RFID sensor on their wrists.
We also use a Kinect, which is capable of detecting distinct
individuals via its capability to differentiate multiple people
from the background, making it possible to easily create sep-
arate per-user streams for each individual in the scene. User
tracking is provided by the Kinect, which enables us to easily
distinguish each person in the scene and veil their silhouettes
accordingly. In our current system, we focus on indoor activ-
ities with relatively few (n≤6) people. However, our method
of real-time crowd labeling can also be extended to outdoor
activities and crowded environments using different sensors
such as video cameras [11], accelerometers [1] and GPS [26].

Hidden Markov models and their variations have previously
been successfully used for accurately modeling activities for
recognition, and has been shown effective for modeling high-
level activities such as the ones recognized in this paper [25].
Given sensor data from RFID tags or from the Kinect, and the
activity from the previous time step, we try to classify what
the current activity is. In this task, we use a HMM where
each activity is represented as a single state. While this model
is sufficient for our evaluations, we can also easily extend
the model to recognize more complex activities [10, 24]. A
simplified state diagram of our model is shown in Figure 4.

Generating Tasks
Legion:AR uses active learning to increase its knowledge
of potential actions. Using multiple annotators who remain
present for the entire task for active learning has shown to
be effective [33]. However, prior work has not yet investi-
gated this problem when workers are dynamic and change
from moment to moment, meaning that the “best” worker to
ask a specific question cannot be learned in most cases.

When Legion:AR does not recognize an activity that is being
performed, it streams video to be labeled by the crowd. The
stream is first fed through a pre-processor (custom for each
input type) then identifies the number of actors visible in a
scene and adds privacy veils when appropriate (discussed be-
low). If multiple actors are detected in the scene, each one is
marked using a different colored outline on the video to dif-
ferentiate them for workers, then an individual labeling task is
generated for each. This way, workers never have to focus on



Figure 4. State Diagram of a single state per-activity HMM.

more than one user’s actions and coordination between mul-
tiple crowd workers is easier, keeping the task simple enough
for workers from sources such as Mechanical Turk to com-
plete for a low price (under 10 cents per 90 second segment
in our experiments). In this paper, we perform this segmenta-
tion using the Kinect SDK to reliably isolate each user.

Legion:AR begins to recruit workers into a waiting pool when
started, so that workers can be ready on-demand. Workers
can be recruited from any source of participants, but in this
paper we considered only local volunteers and workers from
Mechanical Turk. Once workers enter the waiting pool, they
are paid a small amount of money to play a simple game. This
game keeps workers focused on the current window, reducing
the time needed to begin labeling once a task is issued. When
the HMM encounters an activity it does not recognize with
sufficient confidence, it makes a request to issue a new task.

Worker Interface
Once a task is generated, workers are immediately forwarded
from the waiting screen to the labeling interface (Figure 3)
which contains a video stream, text box, history of previ-
ous labels, and a field which displays the recent input of
other workers performing the task and the HMM’s best guess.
Workers can either choose to enter a new label for the activ-
ity if the correct one has not yet been proposed, or they may
select a previous answer proposed by another worker.

Once workers enter a label it is displayed in the current op-
tions viewer, making it visible to the other workers complet-
ing the task. Workers can change their answers at any time
before the end of an activity in an attempt to agree with the
best one. This style of interface provides two benefits: i) pro-
viding examples encourages workers to use similar phrasing
in their answers, and ii) people are generally able to iden-
tify correct answers better than they can generate them [28].
Thus, this interface helps promote consistent labels that allow
for more reliable learning from multiple sessions, and gives
workers a better chance to be accurate. When a worker be-
lieves the current activity has ended, they signal this by sub-
mitting a blank label, or selecting ‘Activity Complete’. The
worker’s input is then sent to Legion:AR’s input mediator.

Combining Input
In order to recombine the input from participating workers,
we assume workers each submit ordered, but incomplete, sets

of labels for a task. These labels may correspond to slightly
different definitions of a task with different beginning and
ending times, and may be time shifted by varying amounts,
so we cannot simply associate tags based on timing data.

Instead, we match labels entered by a single worker with the
similar inputs from others in the same time window (we use
15 seconds). We use the label viewer on the worker inter-
face to encourage workers to use similar terms, then use a re-
laxed measure of equality based on the Damerau-Levenshtein
distance (similar to edit distance) which measures how many
corrections must be made to a word or phrase to match an-
other to account for typos. We set a dynamic cutoff of ap-
proximately 1 error per 5 letters typed, then consider any two
words within this distance as equivalent. A structured lan-
guage corpus such as WordNet [18] could also be used to
consider semantic similarity between terms.

Worker labels and their equivalents are then merged into sin-
gle nodes in a graph, given one is not already an ancestor of
the others. This prevents cycles in the graph and leverages the
proper-ordering assumption we made earlier. As nodes are
added and merged, a directed acyclic graph is formed (shown
in Figure 5). The nodes are weighted with the number of
matched inputs they contain, and edges are weighted using
the number of inputs in both the parent and child that were
generated sequentially by the same user. For example, if 8
workers said “making coffee” (parent node), 6 workers said
“making breakfast” (child node), and 3 of those workers said
both in a row, then “making coffee” (weight 8) is linked to
“making breakfast” (weight 6) by an edge of weight 3. As
multiple partial sequences are aligned, we can use a most-
likely traversal to recreate the original (correct) sequence of
labels. Based on the tuning parameters of this traversal, more
complete or more accurate label sequences can be recovered.
Furthermore, since the algorithm works even when we limit
the size of the current graph to only recent events, Legion:AR
can be used to label video streams of unbounded length.

The power of this approach is that it runs fast enough to com-
bine input without adding any additional delay (few millisec-
onds), and branches can be merged to increase the total re-
call of the final output. This can be done using a statistical
model of actions that is learned over time, so as more activi-
ties are seen by the system, the better it becomes at predicting
the order of actions. Alternatively, the graph can be greedily
traversed to find the best sequence of labels to use. This ap-
proach scales better, but cannot account for ambiguity in the
graph created by worker’s input as well. After the sequence is
reconstructed, it is then paired with the feature data recorded
during the segment by either the RFID sensor or Kinect, and
used to train the HMM on new activities, in real-time.

Multiple Actors
To label activities in scenes with multiple users, such as pub-
lic spaces, we can use the same process described above, but
with a separate crowd, task, and input mediator instance for
each user in the scene. Users are made identifiable by color-
ing the veil that hides their identity, then asking workers to
provide labels for the user of a specific color. Individual sets
of labels can then be provided by workers for each individual.
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Figure 5. An example of the graph created by the input mediator. Green nodes represent sufficient agreement between multiple workers (here N = 2).
The final sequence is correct despite overly-specific submissions by 2 out of the 3 workers, and a spelling error by one worker on the word ‘walk’.

The system can also select a subset of users that it is unsure of
the activities of rather than all of them, which helps to reduce
cost. For instance, in the case where Legion:AR is being used
to monitor an entire public square, there may potentially be
hundreds of actors, but if only a single one is performing an
unknown activity, we would only generate one task.

Complex Labels
Using multiple sets of workers each belonging to a different
task can also independently label a different aspect of the ac-
tivity such as the objects being used, the fine-grained actions
being performed, or the effect of the current action. This can
then be used to build (from a pre-defined set of relations) a
more complex label consisting of each of these aspects being
described at every point in time. For instance, we can la-
bel what agents, objects, and actions a given activity consists
of by using sets of workers to each gather agent, object, ac-
tion and activity labels. Providing the relationships between
the data (and thus between the labels provided by workers)
allows us to automatically recombine the labels to generate
tags of a specific form. This works because in our tests, we
found that workers were able to divide tasks into consistent
segments given the same instructions, even if their labels dif-
fered when no special measures were taken.

Training the Learning Model
The HMM is given a sequence of labels and time segmenta-
tion intervals generated by the workers, and a stream of RFID
tags recorded from the RFID reader on the user’s wrist. Each
interval has a matching label and a set of RFID tags that the
HMM can train. Legion:AR is capable of training the HMM
online, by using the sequence of labels and corresponding
tags just as they would be if provided by an expert, as they
are finalized by workers. Additionally, the learning model
can be modified to provide feedback to Legion:AR such as its
prediction of the current action, which is then forwarded to
workers as a suggestion which they can agree with if correct.
Using the underlying model to suggest answers can greatly
reduce the amount of effort that volunteer workers will have
to put in for actions that have already been learned (but still
have low confidence) by the system.

Privacy Protection
In activity recognition, privacy is always a key topic. This is
especially true in the case of Legion:AR since it can poten-
tially be used to stream live video of a person’s home or spe-

cific public location to a work force comprised of anonymous
people on the web. Since some level of information must be
exposed to workers in order to allow them to accurately label
activities, users must use discretion in their use of the system
and system developers must make users aware of the trade-
off between privacy versus recognition accuracy. We discuss
some of the ways Legion:AR tries to help mitigate potential
privacy concerns below.

Video Adjustments
To help obfuscates the identities of users, Legion:AR auto-
matically hides their face (or even whole body) with a vir-
tual veil (shown in Figure 1). However, this is does not pre-
serve the anonymity of the surroundings in applications such
as the home monitoring domain. To prevent detailed infor-
mation from sources such as bills or other paperwork being
forwarded to the crowd, we can use a low video resolution
between 300 × 200 and 640 × 480. In initial tests, work-
ers showed no difference in their ability to identify actions if
given a higher resolution video. Legion:AR can also ensure
no single worker from the crowd stays longer than a short pe-
riod of time to prevent any one worker from collecting too
much information about a person’s routine or surroundings.

While our results indicate that veils and low resolution do
not significantly reduce the recognition quality, it’s clear that
there is still a tradeoff. For example, if a user wants to hide
their race, gender, or clothing from workers, covering their
entire silhouette with a veil would be effective. However, to
hide information such as height or weight, the system could
veil the user entirely with an ambiguous shape (i.e. circle or
rectangle). However, we expect this would have a significant
impact on workers’ ability to identify what action is being
performed since little more than position would be available.

Opt-In/Out System
Legion:AR also uses a mobile app to prompt users before
displaying video to the crowd, instead of letting the system
decide by itself. When Legion:AR identifies a segment of ac-
tions it does not recognize, an alert to use the crowd to label
the segment of video is sent to the user’s phone or other mo-
bile device. These alerts can be set to either opt-in, which
may be useful when privacy is the primary focus, or op-out
which is better suited to monitoring for critical events such as
accidents in the home, where the user may not be able to an-
swer the alert afterwards. In public setting where many users
might be present, the system is not able to use opt-in feature.



Future implementations could use facial recognition to allow
the ability for users opt-out of content being forwarded to the
crowd by contacting the system with an image of themselves.
This registration can be done once, and the system would re-
member their preferences when it recognizes them again later.

EXPERIMENTS
Legion:AR is capable of training activity recognition systems
online. To validate this, we show that groups of workers can
accurately generate labels in real-time, even while preserving
the privacy of the actors in the scene. We then demonstrate
that the system is able to automatically generate tasks that
are manageable for single workers on crowd markets such
as Amazon’s Mechanical Turk, and that workers will label
the correct aspect of the scene (the actions of the individual
actor they were assigned to). Finally, we extend the idea of
assigning groups of crowd workers to different sub-tasks, and
demonstrate that, using Legion:AR, workers can label tasks
at even fine granularities, allowing the system to collect more
detailed activity labels than would be possible for a single
worker to generate in real-time.

Real-time Activity Label Generation
To test the ability of groups of workers to generate labels for
activities in real-time, we ran Legion:AR on a video stream of
a person performing various household tasks in our lab, which
is configured as a kitchen and living room. This recreates
a scene which may be observed when monitoring elderly or
cognitively disabled individuals to ensure they are performing
necessary activities such as eating, taking medicine, toileting,
and to monitor for situations where they may need assistance,
such as a medical emergency.

Our crowd was composed of volunteers who had no prior ex-
perience with the system and were given a brief verbal de-
scription of how to label the data. In a real use-case, members
of the crowd would differ from day to day, and having differ-
ent workers at different times will likely effect the terminol-
ogy used to label the same activities from one session to the
next. We recreated these factors by scheduling tests on differ-
ent days, with workers selected at random from the available
set of 30 volunteers. Trials were not excluded for workers
who misunderstood the directions or had connectivity issues,
as this is expected in the real-world case. We ran 8 tests,
each with 5 of the 8 different activities performed in them.
Each of these activities was deliberately performed quickly
(on the order of 10-30 seconds) in order to test the ability of
the 5-worker group to agree in a short period of time. As ac-
tivity times get longer, there is more time for the workers to
converge on an answer and agreement becomes easier. We
compared the results gathered from both a group of workers
collaborating in real-time via our system and a single worker,
to an expert labeling by training an HMM using the approach
and comparing the resulting performance.

We conducted a leave-one-out cross validation of 8 activity
sequences. The HMM was first trained online with worker
generated labels and RFID observations from the training set,
and then tested using the RFID sensor data from the test set.
The output of the automated system was then compared with

Figure 6. Automated recognition results. Inference results for a single
activity sequence trained from crowd-generated labels (thick solid line)
compared with the single worker labels (dotted line) and ground truth
(thin solid line). Crowd-generated labels are more complete, allowing
the automated system to do better when trained on them.

labels from the expert. However, since the expert labels differ
from crowd generated labels, we manually associated each
crowd label with a corresponding expert label for compari-
son. Our results show that the automated recognition system
trained from crowd generated labels was able to achieve high
average precision (90.2%) and was also able to recall all of
the conducted activities, while the system trained from indi-
vidual workers provided relatively noisy results (66.7% and
78% average precision and recall, respectively).

These labels were also highly consistent over multiple labels
for the same actions, generating 8 unique labels for the activ-
ities shown. Since the system would automatically propose
a label for actions it had seen already, the crowd was able to
see previous best answers and agree with them, rather than
generating a new name for each occurrence. This consistency
is a key element of the labels produced by Legion:AR be-
cause it allows the system to accurately associate repeated
events when it sees them again later, possibly performed in
a slightly different way. For examples, without strong agree-
ment the HMM might think that ‘preparing breakfast’ and
‘making breakfast’ are different activities, increasing the dif-
ficulty of the learning problem. The labels were also gen-
erated quickly enough to forward back to the system within
seconds – fast enough to respond to critical events effectively.

Automatic Suggestions
We also tested what effect having the system propose pos-
sible answers as if it were an additional worker would have
on the overall task performance, and the amount of effort re-
quired from the workers. We ran a new test with a different
set of workers using the home monitoring data, and a system
trained on each trial collected from the first run except for
the one being tested on. The HMM constantly provided its
prediction of what the current action was, and workers could
accept this prediction if they agreed it was correct. While
the results of the segmentation did not improve significantly,
80% of workers mentioned that using automatic suggestions
made it easier to quickly agree with others on a shared label
for the task being observed (between multiple runs). This is
because it reduces the amount of search that must be done for
an appropriate label.



Figure 7. Crowd labeling results for a single activity sequence with veiled
user (dashed red line) compared with labels of workers viewing the orig-
inal unaltered video (solid line) and ground truth (thin dotted line).

Privacy
Since Legion:AR’s automatically generated privacy veils ob-
scure part of the video image, potentially making it more dif-
ficult for some activities to be identified, we ran tests to con-
firm that workers were still able to identify activities in the
augmented video.

We re-ran a set of trials from the initial tests, again with 5
new workers. The results are shown in Figure 7. Only one
label was missed due to the obfuscation of the user. This was
caused by the veil generation on basic video being more im-
precise than it was with the Kinect, resulting in covering all
of the objects in front of a user, instead of being able to iden-
tify and cover only a person’s body, or, if desired, even just
their head and face. These findings agree with previous work
using blur and pixelation filters that showed hiding identity in
video clips could be done without having a detrimental effect
on people’s ability to identify properties of the scene such as
position, number of actors, and level of activity [7].

Multi-actor Scenes
Next, we looked at how Legion:AR could be used in a more
complex environment with multiple actors and activities oc-
curring on at once. We mounted a Kinect near our depart-
ment snack store to monitor people using this public space
and watch for critical events such as theft, or accidents.

Because public space monitoring occurs on a much larger
scale than home monitoring, there is a smaller group of con-
cerned potential volunteers relative to the number of observed
domains. As such it is important to show that other work
forces beyond just volunteers, can effectively generate labels
such as these.

We first evaluated the ability of workers recruited from Me-
chanical Turk to label specific workers based on their veil
color. The results showed that over 11 trials, workers got on
average 85% correct. There was no significant correlation be-
tween the number of actors in the scene and the quality of the
labels generated by workers.

Complex Labels
In many domains, it is useful to have more fine grained labels
including specific actions and what objects are being used. To
produce these complex labels, we extend the procedure used
to label scenes with multiple actors by using multiple crowds

Figure 8. Activities and corresponding worker labels excerpts from the
multi-actor scene.

Figure 9. Selected subset of action and object tags generated by five
workers for three activities.

instead of just one. By first defining the structure of a label,
then dividing it into smaller labeling tasks, multiple groups of
workers can provide independent sets of labels that can then
be automatically merged.

We tested this by using two groups of volunteer workers. One
group was instructed to label the actions being performed at
each step, and the other was asked to list the objects being
used in the current action. There were 25 actions and 28
objects that the user interacted with in two video sequences.
Figure 9 shows the results from 5 workers generating tags.

As a baseline, we used an expert labeler who was experi-
enced in annotating video for activity recognition. They were
allowed to label and segment the video entirely offline and
could replay and pause the video at will.

Individually, workers labeled an average of 48% of the ob-
jects used in the videos, while 5 workers were able to identify
90% (Figure 10). Additionally, workers correctly identified
12 unique objects that did not appear in the expert-labeled
baseline. For actions, individual workers labeled an aver-
age of 32% of the actions used in the video, while 5 work-
ers were able to identify 66%, with 24 unique actions that
were not included in our baseline. For example, the crowd
correctly identified both ‘picking up’ and ‘clicking’ on the
remote, where the expert labeler only included ‘picking up’.

The results can then be combined with the activity data using
the timestamps, resulting in statements of the form:

(clicking) using (remote control) as part of (watching TV)

Using this type of fine grained labeling, we can provide a
system trying to reason about the actions with more detailed
information, such as hierarchical structure and the roles of
different objects. We can also forward RFID data to work-
ers to allow them to select which objects being read by the
scanner rather than enter new labels which must be associated
with the tags. Providing this information may also reduce the
number of workers required to obtain high-quality results.

DISCUSSION
The results described in the previous section demonstrate that
crowds of workers, both volunteer and paid, can accomplish
the task of real-time label generation faster and more effec-



Figure 10. Average number of objects and actions correctly labeled by
worker groups of different sizes over two different activity sequences. As
the group size increases, more objects and actions are labeled.

tively than an individual could. In the fine-grained tests, even
when compared to our experienced labeler (who generated
labels offline), workers were able to find additional actions
that had been overlooked in our baseline. This improvement
demonstrates the potential for crowds to generate labels that
are more comprehensive, as well as available quicker.

Collaborative Label Generation
We observed that users of Legion:AR seemed more comfort-
able in their task than those working alone. Exit interviews
revealed that this was in large part because they received vali-
dation from the system, through either the automatic AR sys-
tem or other workers, that they were providing the correct
types of answers. Additionally, since each worker is required
to do less work on average to contribute a single label, we
can reduce the number of workers that are needed to attain
agreement on every segment label.

Interface Improvements
Worker feedback also showed that most workers were able to
quickly learn and easily use the labeling UI, but many found
the change in modality between proposing a label using the
keyboard and agree with a label using the mouse to be a hin-
derance. Because of this, several workers just retyped the
content they saw in the label set from other workers, which
the system then counted as a vote. In future versions we will
address this issue by providing a optional number-based se-
lection scheme that can quickly and easily be operated via
keyboard, or adding auto-complete to reduce the worker’s re-
quired effort. Some workers also noted that the positioning
of the answer box relative to the video display made it more
difficult to view the responses of other while still paying at-
tention to the video. This can be addressed by relocating the
suggestion list directly below the video so that the content is
more in-line with the label entry and selection fields.

FUTURE WORK
Legion:AR enables a wide range of interactive applications
and collaborative tasks that could benefit from activity recog-
nition. For example, in game playing, a system may want to
interact with a human player by observing their the actions,
without having to first learn a set of actions before being func-
tional. Streaming video of a video game or other desktop ap-
plication instead of a camera is supported by Legion:AR— all
that needs to be defined is a method for the HMM to receive
feature data from the environment. Other applications such
as public virtual assistants may seek to leverage knowledge
about the user’s actions even during one-off interactions.

Intent Recognition and Modeling Failed Attempts
Prior work has presented models of intent recognition by us-
ing a model that looks at both movement and interactions with
other actors in the scene [26], and that modeling failures can
improve classification accuracy when using specific learning
models [27]. We plan to explore how the crowd can work
collaboratively with the system to leverage these models by
labeling subtle events, such as when two actors interact or
when a user fails to complete an attempted action, then letting
the system use the labels to infer actions. This could enable
models that are able to identify suspicious actions before they
occur, even before fully trained — further reducing response
times and even helping prevent critical events.

Merging Crowd Input
Many tasks require special skills to complete, even if no spe-
cial knowledge is required. In most cases, specially trained
individuals exist who can perform these tasks, such as a pro-
fessional captionist hired to transcribe audio to text in real-
time. However, due to the requisite skill and training in-
volved, these individuals are rare and come at a high cost.

In this work, we use a general framework for allowing groups
of non-expert workers to collectively generate complete input
even when no individual member of the group is capable of
doing so individually. This is done by intelligently merging
the input of all contributing workers. We used this approach
in two forms: in the first, we averaged the workers’ segment
boundary times, and in the other we merged their labels.

Future systems using this framework need only to define the
answer stream they want from the system, then present appro-
priate information to workers. For example, Legion:Scribe is
a system that enables groups of non-expert workers recruited
from local sources [16] or the crowd [14] to caption audio
in real-time. Scribe builds of off of the same basic model as
Legion:AR, but uses a fully automated approach to synthe-
size worker input into a single caption stream based on im-
plicit agreement. On the other hand, in cases where there is
no shared ‘true’ answer as there is with captioning, we have
shown that the answers generated by groups of workers on
more open-ended problems can be made consistent between
sessions by displaying the group’s answer proposals along the
way. This makes the training process more tractable for the
underlying learning model.



CONCLUSION
In this paper, we outlined a framework for using groups of
non-expert workers to contribute information that would usu-
ally need to be generated by a trained expert. We demon-
strated the utility of this approach using Legion:AR, a system
for training an arbitrary activity recognition system in real-
time using a crowd of workers. Legion:AR enables workers
to collectively provide labels even in situations where a sin-
gle user cannot, allowing systems to be trained online even in
complex domains, thus avoiding the risk of missing an impor-
tant event that requires immediate response the first time it is
observed. We have shown that groups of workers can success-
fully label tasks in real-time using Legion:AR, even when no
individual worker provides completely correct input. Further-
more, we found that the labels generated by groups of work-
ers can outperform any single online worker, and even gener-
ate correct tags that were missed by an expert offline labeler.
We also demonstrated methods for dividing complex tasks
into forms that workers from multiple types of crowds, such
as those available from micro-task marketplaces including
Mechanical Turk, can accomplish collectively. Legion:AR
provides the foundations for systems that can be deployed in
a wide range of real-world setting with no prior training, and
enables new applications of AR in situations where identify-
ing user actions with only one-off observations is important.
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