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ABSTRACT
Behavioral coding is a common technique in the social sci-
ences and human computer interaction for extracting meaning
from video data. Since computer vision cannot yet reliably
interpret human actions and emotions, video coding remains
a time-consuming manual process done by a small team of re-
searchers. We present Glance, a tool that allows researchers
to rapidly analyze video datasets for behavioral events that
are difficult to detect automatically. Glance uses the crowd to
interpret natural language queries, then aggregates and sum-
marizes the content of the video. We show that Glance can
accurately code events in video in a fraction of the time it
would take a single person. We also investigate speed im-
provements made possible by recruiting large crowds, show-
ing that Glance is able to code 80% of an hour-long video
in just 5 minutes. Our demo will allow participants to define
their own events occurring in videos and get feedback within
an about 10 to 20 seconds. Rapid coding allows participants
to have a “conversation with their data” to rapidly develop and
refine research hypotheses in ways not previously possible.
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INTRODUCTION
Behavioral coding of video is a common method for re-
searchers in the social sciences to gain insight into interac-
tions [3]. An HCI researcher might spend days or weeks
coding videos of user interactions as a first step toward de-
veloping a theory to help explain those interactions. Gener-
ally, behavioral coding is difficult for computer vision to label
because it requires an understanding of human behavior and
context. The standard practice is for people to manually code
video, which usually takes at least 2-3x the play time of the
video itself, to identify occurrences of just a single event [4].

Currently, researchers form hypotheses early and are then
locked in, since the turnaround time for coding these events is
measured in days. This length also makes it costly (in terms
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Figure 1. Glance codes behavioral events in video quickly and accu-
rately. When a question is asked, small clips from the video are sent to
the crowd workers who label events in parallel. Their answers are then
merged together and forwarded back quickly.

of time and effort, which often leads to the need for hiring
another person to complete the task). In contrast, our ap-
proach lets researchers easily code their own video interac-
tively, allowing them to revise or revisit questions they ask of
their data. By parallelizing the process across multiple crowd
workers, the coding process can be reduced down to a small
fraction (˜10%) of video playing time. Additionally, as the
video is processed, researchers get samples of the video cod-
ing done within seconds, allowing them to monitor progress,
and decide when and how to proceed. We evaluated our sys-
tem by coding several types of behavioral events in video
from the 2012 Presidential debates.

Experiments have demonstrated that Glance is able to accu-
rately identify an average of over 99% of events from video,
and can mark the duration of these events with less than a 1
second margin of error in terms of when they occur and for
how long, within 25% of the time it takes to play the video.

Pushing behavioral analysis of video data to near interactive
speeds holds the promise of dramatically expanding the kinds
of interaction that analysts can have with their data. Glance
can visualize results in real-time, allowing analysts to issue a
new query, or reframe their original one after seeing initial re-
sults. The resulting conversational style of interaction allows
analysts to more quickly explore, develop and refine research
hypotheses in ways that are not feasible today.
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Our contributions can be summarized as follows:
• We present a working, demonstrable system, Glance, that

leverages the crowd for rapid behavioral coding of videos.
• We provide experimental evidence via a large study with

Amazon Mechanical Turk workers that the crowd can
quickly and accurately identify events in video.
• We introduce the idea of using the crowd to enable an an-

alyst to have a “conversation with their data”, and demon-
strate that the turn-around speeds necessary to support it is
possible with the available crowd on Mechanical Turk.

RELATED WORK
Glance uses crowdsourcing to allow users to rapidly iterate
on a video coding task. As such, it draws from prior work in
both behavioral coding and crowdsourcing.

Behavioral Observation and Coding
Behavioral coding of events in video is common in many
human-centric fields such as psychology, sociology, and
much of human-computer interaction [3, 4]. This process in-
volves manually searching through videos to find and mark
individual events. To avoid errors, only one type of event
should be coded at a time [4]. Since the videos are often very
long (potentially many hours), and coding the video can take
several times longer than the length of the video content it-
self, the time cost involved can be very high, making it hard
for researchers to reanalyze video based on initial findings, or
to thoroughly explore the types of events present in their data.

Prior systems such as ANVIL [5] make the coding process
easier by providing interfaces for easily annotating audio and
video with event tags. However, using ANVIL still requires
training, and more importantly, still requires users to watch
the entire video multiple times to code more than one event.
Our approach uses the parallelism of the crowd to code events
in lengthy videos quickly.

Crowdsourcing Video Annotations
Crowdsourcing leverages human computation in the form of
open calls to online workers.Crowdsourcing has been used
before on tasks that are difficult for automated systems, such
as answering visual questions [2], and intelligently control-
ing interfaces using natural language [6]. The crowd has also
been previously used to training activity recognition (AR)
systems. For instance, VATIC [9] asked crowd workers to
tag objects in a scene. Legion:AR [8] used the crowd to la-
bel low-level actions in video by asking workers to watch a
live video stream, and then provide an automated system with
labels within a short time-frame after they occurred. Unlike
our approach, neither of these systems were able to process
video any faster than an individual could, and Legion:AR was
designed for use not by a human analyst, but by a Hidden
Markov Model based system to fill in gaps in its knowledge.
With Glance, our goal is for workers to identify more com-
plex events, and to accurately identify the time range over
which they occurred.

SYSTEM
Glance has three main components (Figure 1): the analyst
interface, the crowd interface, and the merging server.

Figure 2. Glance gives analysts a simple to use interface in which they
can code multiple events simultaneously, and select how thorough the
analysis should be for the current stage of their data exploration.

Analyst Interface
Glance’s analyst interface (Figure 2) allows researchers to
view their video data, while posting questions about events
that might occur within it. Analysts begin by posting their
video content YouTube and providing a URL to load it in the
viewing area. When an analyst wants to ask a question, they
provide a name for the event, a short description, and select
a time range to search in (potentially the entire clip). They
may also optionally select an example from the video to help
demonstrate to workers the event they wish to identify.

Analysts can also select a clip length and sampling rate – the
percentage of clips from the whole segment that are issued to
workers. They can also set a ‘confidence level’ to adjust the
number of workers who view each clip. Glance then automat-
ically divides the video into clips.

Once a question is asked, a query is sent to workers who mark
event occurrences using the worker interface described be-
low. As results come back, the starting points of each occur-
rence are displayed as markers below the playback bar. An-
alysts can switch between the results from different queries
by selecting the query from a status window displayed to the
right of their video viewing window. Queries currently be-
ing viewed are highlighted, answered queries are displayed
normally, and queries in-progress are partially greyed out
(though preview results can still be viewed as they arrive).

Crowd Worker Interface
When crowd workers accept the Glance task, they are shown
general instructions and asked to complete an interactive tu-
torial that verifies they understand how to use the interface.
They are then placed in a retainer pool until the task is ready
[2, 1]. When a query arrives, workers are routed to a page that
shows workers the description of the target event and a video
example, if the user provided one. Workers then enter the
task and are presented with a video clip and the correspond-
ing set of sliding selectors that they can use to define the start
and end time of an event when they see it. As they identify
events, new selectors are added to allow them to mark multi-
ple occurrences of the same events in the clip. Workers must
watch the entire clip before submitting.
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High Agreement Medium Agreement Low Agreement
Figure 3. Visualization of the agreement between multiple workers for three 30-second segments. The X-axis is workerID and the Y-axis is segment
(color) and time (position). Each bar represents an event marked in the video clip.

Merging Results
Since any single worker completing the task might make an
error, multiple workers can redundantly code each clip to in-
crease reliability. In order to combine their results into a sin-
gle final answer that the user can easily view, we first identify
the most likely number of events contained in the clip by tak-
ing the mode of the number of events labeled by all workers
for that clip. We then filter out conflicting events, such as
when a worker subsumes two shorter events in a single larger
event. Then, we cluster the remaining time ranges using 2-
dimensional k-means (where the selected number of events is
k). The start and end times of the event ranges within each
cluster are then averaged to find the final start and end mark-
ers for each event, then displayed to the user.

Feedback to Analysts
Rapid interaction not only changes how the user can inter-
act with data, but also provides the opportunity to change the
way the user interacts with the system by giving them more
detailed feedback. The patterns of agreement seen in Figure 3
occurred in our tests – using this information, Glance detects
when workers might not fully understand the task, and lets the
end-user intervene before paying to complete the tasks. Our
ultimate goal is to let analysts to have a robust, well-informed
two-way conversation with their data - asking questions, and
clarifying or updating queries, giving them a more complete
understanding of their data than currently possible.

EVALUATION
The goal of our study was to investigate issues of (i) com-
pleteness, (ii) speed (latency), and (iii) accuracy of the video
coding by Glance. We also investigated how phrasing can af-
fect worker agreement using ambiguous wording. The data
set that we used was one hour from the 2012 U.S. Presiden-
tial debate between Barack Obama and Mitt Romney. We
selected four events to code: two physical events, and two
gestalt events. Workers were asked to indicate when the can-
didates made eye contact, or switched from a seated to stand-
ing position (physical), and when they were arguing directly
with one another, or their mood changed (gestalt).

A researcher manually coded the start and end times for
events in 5 minutes of the video This produced a baseline
containing 17 physical, and 16 gestalt events, which we used

in order to estimate accuracy. We divided the videos into 30-
second clips (10 clips total), and collected responses from 10
Mechanical Turk workers per clip, for each of our 4 events,
resulting in 400 total responses.

Precision and Recall
We define Recall as the number of events in the baseline that
overlapped with an event marked by workers, whereas preci-
sion is the number of marked events that overlap with some
event in the baseline. Figure 4 shows our results for our two
physical and two gestalt events respectively, plotted over all
possible subsets of workers selected from the 10 we had code
each clip and event.

Accuracy of Event Marking
In order to determine the accuracy of event times marked by
workers, we measure two things: how far the center of a seg-
ment’s range is from the center of the baseline range of an
event, and the difference in size between the span of the base-
line activity and the length of the marked span of the events.

(a)

(b)

Figure 4. Precision and recall curves. (a) Physical events. Precision and
recall increase with the number of workers when coding physical events,
reaching 99.0% precision after 8 workers. (b) Gestalt events. Precision
and recall also increased with the number of workers for more gestalt
events, but precision only reached 82.3% after 10 workers.
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Figure 5. A plot of the segments from an hour-long video being com-
pleted by crowd workers in real-time. In two minutes, 20% of the con-
tent was labeled. In 5 minutes, 80% was labeled.

This gives us a measure of both the alignment and scale of
the segment marked by workers compared the baseline. For
the physical measures, the center point of workers’ combined
event marks averaged just 0.60 seconds from that of the base-
line. In terms of length of the events, they were just 0.88
seconds from the baseline range.

Response Latency
An important aspect of Glance’s ability to provide analysts
with an interactive way to explore their data is response
speed. Even an accurate solution is not enough if it still re-
quires weeks to process. We measured the average time that
it took workers to view and mark events in our 30-second
clips. Workers took an average of of 59.1 seconds (σ = 13.1)
to code the physical events, and 61.0 seconds (σ = 11.7) to
code the gestalt events. There was no significant difference in
latency between the two conditions (p = 0.64).

In order to confirm that this low per-clip latency translated to
low latency in Glance, we ran a live trial on the full hour-long
debate video. We included a 5-second example of our events
to show the workers during training. The results from this test
are shown in Figure 5. After an initial period of delay while
workers view the video and mark events, answers rapidly be-
gan to arrive. In the first 5 minutes after submitting the query,
48 minutes of the video (80%) had been coded. As the tasks
neared completion, there was a decrease in the rate new tasks
are completed, due to fewer workers remaining available.

Agreement
To measure the effect that ambiguity had on the response
quality, we measured the standard deviation in the number
of answers generated by workers when coding the physical
events, and the number of answers generated by workers cod-
ing gestalt events. We found a standard deviation of 0.12
for the physical events, and 0.94 for the gestalt events (Fig-
ure 3). There was a significant difference in the number of
disagreements between workers regarding the number of ob-
served events in the two cases (p < 0.01).

DISCUSSION
Our results show that Glance is able to use the crowd to la-
bel events in video reliably and quickly by using crowds of
workers to each code small pieces in parallel. By providing
responses within a few minutes, instead of hours or days as

pervious approaches have, we make it possible for researchers
to refine and update their hypotheses, then ask new questions
about their data, all within a single session.

FUTURE WORK
In future versions of Glance, we will expand the interaction
from one in which the user provides one-way queries to the
crowd to one in which the crowd can collectively provide a
response (similar to Chorus [7]). This will let workers confer
with users when event descriptions are unclear, before pro-
viding a final response. By letting the analysts hold a two-
way natural language conversation with their data, we can
not only increase accuracy, but provide feedback on specific
issues with their queries, such as when something is unclear.

CONCLUSION
This paper demonstrated that Glance can be used to quickly
and reliably code videos at a fraction of their playtime. Re-
sults indicate that crowd workers are generally reliable, that
accuracy improves with redundancy, and that coding is more
difficult for gestalt events (as it is for other human coders). A
speed test showed that it is possible to code 48 minutes (80%)
of an hour-long video in only 5 minutes. This dramatic reduc-
tion in speed (from hours/days to minutes) may allow for new
kinds of interactive systems that allow analysts to have a real-
time conversation with their data.
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