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ABSTRACT 

We developed “Aging and Engaging,” a web-based 

intelligent interface, to improve communication skills among 

older adults. The interface allows users to practice 

conversations with a virtual assistant and receive feedback 

on eye contact, speaking volume, smiling, and valence of 

speech content. Feedback is generated automatically by 

analyzing the temporal properties of the conversation using 

the hidden Markov model. The interface was designed with 

the assistance of an expert advisory panel that works with 

geriatric patients, as well as a focus group of 12 older adults. 

To evaluate its effectiveness, we conducted a study with 25 

older adults, each of whom participated in four 

conversations. Participants’ response times to questions, as 

well as the amount of positive feedback, increased gradually 

through these interactions, as assessed by human judges. 

Participants found the feedback useful, easy to interpret, and 

fairly accurate, and expressed their interest in using the 

system at home. We plan to enroll subjects with difficulties 

in social communication; have them use the system over time 

at home in a randomized, controlled study; and measure any 

changes in their behavior. 
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INTRODUCTION 

Ed is 72 years old and lives alone. Recently, he began case 

management with his local aging services provider at the 

request of his primary care physician, given Ed’s reports of 

social isolation and loneliness. The case manager visited 

Ed’s home and immediately noticed that Ed rarely smiled 

and had a flat expression on his face. Ed reported that he had 

a few acquaintances, but no close friends. The case manager 

encouraged Ed to visit his local senior center. The manager 

was delighted to learn that Ed went to the center for lunch 

one day. However, Ed did not have a positive experience. He 

felt left out even among the group of older adults. He 

reported feeling uncomfortable about asking to join a card 

game. Instead, Ed sat by himself. One gentleman invited him 

to sit at his table at lunch, but Ed found he had little to say. 

After eating, the gentleman moved on to a different group. 

Ed didn’t understand why he didn’t seem to fit in, but the 

case manager noted to herself that Ed demonstrated 

difficulties with conversational skills. Specifically, Ed often 

failed to make eye contact with her, spoke in a monotone, 

and said little. When he did speak, he was dour and gloomy. 

If Ed interacted this way at the senior center, it would explain 

why he had trouble fitting in. The case manager correctly 

identified Ed’s problem, but how could she help someone 

who was reluctant to talk to even a counselor? 

People around the world are living longer—a phenomenon 

termed “population aging.” According to U.S. Census 

Bureau projections, the worldwide population of older adults 

(those who are 65 years old or older) is projected to reach 1.5 

billion by 2050. It is, therefore, a high priority to promote 

healthy (or “successful”) aging. This is achievable. Later life 

is not typically a time of isolation and despair: despite losses 
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Figure 1. Aging and Engaging virtual conversation agent 
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in function, cognitive capacity, and social network size, rates 

of depression decline in later life [1]. Research indicates that 

some (but not all) negative emotions are experienced less 

often (e.g., anger) and that the ability to manage and change 

one’s emotions (i.e., emotion regulation) often improves 

with age, in part due to increased motivation to experience 

positive emotions and accumulated life experiences that 

allow older adults to make effective choices regarding 

situations to approach or avoid [51]. Research from lifespan 

developmental theorists [2] has described the best approach 

to healthy aging as involving an increased focus on the most 

meaningful aspects of life—typically relationships—rather 

than a focus on losses or death. Some older adults, however, 

struggle with the transitions of later life and do become 

isolated and depressed [3]. A large body of literature has 

demonstrated that ineffective nonverbal communication 

impairs the ability to form and maintain positive, supportive 

relationships [6,7,8,9,10]. Up to 20 percent of community-

dwelling older adults demonstrate difficulties with nonverbal 

communication [11], and yet effective intervention strategies 

are unavailable to them. 

Some computer-based communication skills training 

programs exist [20,21,28,36,50]. These programs are 

difficult for older adults like Ed to use, for several reasons. 

They rely on a capacity for divided attention [36], which 

declines with normal cognitive aging. They require 

significant comfort and some experience with technology, 

which many older adults lack (though research has shown 

that they do well with technology when given appropriate 

instruction), and they do not accommodate for age-related 

sensory changes. In this paper, we propose a conversational 

skills training system geared toward older adults called 

“Aging and Engaging.” In its initial application, it is 

designed for older adults who visit senior centers. Not all 

older adults who visit senior centers are able to have positive 

and meaningful social interactions, precisely because they 

lack the conversational skills to do so. Our interface allows 

them to converse with a virtual assistant and receive 

feedback on three nonverbal behaviors—eye contact, 

smiling, speaking volume—and one verbal: valence of 

speech content. We chose these four behaviors because they 

are empirically linked to poor social functioning [8,17]. 

Other communication behaviors, like gesturing, can be 

affected by physical impairments due to chronic disease. We 

divide each conversation into four phases, allowing users to 

receive and reflect on feedback often. In each phase, users 

interact with the assistant (see Figure 1) for about four 

minutes. During the conversation, our system captures audio 

and video and uploads both to our server in real time for 

immediate analysis. From the uploaded video and audio files, 

the facial and prosodic features, including smile intensity, 

volume, and eye gaze direction are extracted. A hidden 

Markov model–based classifier then classifies the patterns of 

nonverbal features into two categories: positive and negative. 

After each conversation phase, our system gives the 

feedback based on the classified temporal patterns.  

Our system performs automated speech recognition, which 

we later use to perform a sentiment analysis (ratio of positive 

to negative words, for instance). After each phase, the 

transcript is uploaded to the server, where our system looks 

for negative and positive words in the transcript from a pre-

populated list. The list of words was generated with direct 

input from two clinical psychologists who provide regular 

therapy to elderly patients. Our system gives overall positive 

or negative feedback depending on the prediction and on the 

three nonverbal and one verbal cue, after each phase. The 

four types of feedback come one after another with both text 

and voice options to improve accessibility. After the end of 

the conversation, our system generates a summary of all the 

feedback provided during each phase, identifying users’ 

strong areas, as well as weaknesses. The feedback also 

includes suggestions for improvement. We employed a 

dialogue controller using a Wizard-of-Oz technique, which 

uses an online interface to select dialogues from predefined 

topics. Figure 2 shows the key components of our system. 

We aim to develop a system that engages users in 

conversation, puts at ease, and offers useful feedback that is 

interpretable. 

 

Figure 2. The overall system. Users initiate a conversation, which is driven by a dialogue controller. Conversation audio and 

video are processed in the server and feedback are generated. Users receive the feedback one by one and move to the next 

conversation phase. After four rounds of conversation, users receive final feedback summarizing the previous feedback. 

 



Our interdisciplinary team developed a semi-automated 

interface with the input of an expert advisory panel of 

professionals working with geriatric patients (geriatricians, 

neuropsychologists, gerontologists) and a focus group of 12 

older adults. Our focus group helped in designing the 

interface and feedback, as well as selecting dialogue topics 

of the conversations. We conducted a study with 25 

participants, each of whom is 60 years old or older. We 

collected the videos of their conversations with the virtual 

agent. Later, two raters watched the videos independently 

and determined whether the system should have provided 

positive or negative feedback. (Inter-reliability was 0.73.) 

Our system showed an accuracy of 72 percent, on average, 

considering the human-provided annotations as a ground 

truth. The post-study interviews show that our participants 

found this program useful, easy to interpret, and easy to use. 

(Further details are provided in the “Qualitative Analysis” 

section.) They also found, however, that the system’s 

feedback was sometimes inaccurate. Unsurprisingly, 

participants felt the conversation was not as natural as a face-

to-face interaction with another human. According to human 

evaluations, our participants gradually received less negative 

feedback as they continued the session (p < 0.05) and 

increased their speaking time (Δmean = 15.79 sec, ΔSD = 

4.43, p < 0.05). Using the video data and annotations 

collected, we intend to deploy a fully automated program for 

use at home in the near future.   

RELATED WORK 

Prior technologies focused on providing more opportunities 

for social interactions among older adults. Beacker et al. [18] 

designed a social media platform, InTouch, to help older 

adults share photos, text, audio, and video messages within 

their network. Garattini et al. [19] developed a system, the 

Building Bridges Device, to create social networks. This 

device contains a touchscreen computer and a phone cradle 

that allows users to chat, make phone calls, and broadcast or 

send asynchronous messages. Their study of 19 older adults 

over a 10-week span showed no significant decline in usage 

when paired with face-to-face meetings. That is, when the 

technology is paired with face-to-face interactions, the 

attrition rate does not change.   

Numerous studies used virtual agents to provide 

companionship to older adults. The main goal of these 

projects was to explore different ways of reducing social 

isolation. This differs from our work, as we focus on 

improving social skills. Vardoulakis et al. [20], for example, 

designed a virtual agent companion. They used a Wizard-of-

Oz technique to collect data from older adults who were 

socially isolated. Participants’ self-reported ratings showed 

that they were willing to use the device again. Ring et al. [21] 

developed a computer program with a virtual assistant that 

exhibits synchronous non-verbal behavior using the 

Behavior Expression Animation Toolkit (BEAT) [22]. Their 

program has two modes: passive and proactive. In proactive 

mode, the program can initiate a conversation after observing 

the user with motion sensors. In passive mode, users had to 

initiate the conversation by themselves. In a one-week study 

with 14 older adults, the proactive group reported a 

significantly greater decrease in loneliness than the passive 

group. Bickmore et al. [23] developed a virtual lab for 

conducting studies with human and virtual agents. They used 

it as an exercise coach for older adults. Participants who used 

 

Figure 3. An example of feedback interface for each conversation phase. Users can receive either positive or negative 

feedback for each of the four conversational skills cues. For example, a user can receive positive feedback on eye 

contact and speaking volume, and negative feedback on smiling and content. 



the system exercised significantly more. Previous efforts 

with younger adults focused on giving real-time and ex-post 

facto feedback on nonverbal behavior. These efforts have not 

been replicated for older adults. Some of the previous studies 

focus on minimizing the distraction caused by real-time 

feedback [24,25,26]. (Older adults perform worse when their 

attention is divided [27].) In the past, ex-post facto summary 

feedback has been effective. In My Automated Conversation 

coacH (MACH) [28], a virtual agent asks a series of 

interview questions, providing neutral acknowledgments by 

mirroring smiles and head nods and then following up with 

detailed feedback on the user’s performance. This project 

demonstrated the viability of using virtual agents and ex-post 

facto feedback in the context of a job interview. ROC Speak 

[29] is a semi-automated public speaking practice tool that 

uses crowdsourced and automated nonverbal behavior 

analysis. It, too, employed ex-post facto feedback, which 

enabled users to reflect on their mistakes and practice again.     

We focus on conversational skills training to help older 

adults improve social communication. This is significantly 

different than previous studies [18,19], which focused on 

developing social networks and reducing social isolation by 

providing a virtual agent companion. Our system is a coach, 

not a companion. In the past, the social skills training tools 

have demonstrated the effectiveness of the automated 

computer-based social skills training. However, these tools 

do not focus on the older adults who have particular needs. 

For example, using MACH [28], the participants, who were 

college students showed significant improvement on job 

interviews. Aging and Engaging is inspired by the concept of 

using a virtual agent and adapted to help improve social skills 

among older adults. The interface does not feature any graph 

or numbers, instead, it uses pictures and text to speech 

technique to deliver the feedback. Unlike past interfaces 

[24,26,36,50] which aimed to change behaviors among 

young adults, our interface does not feature any real-time 

feedback. Our work draws on previous systems that aimed to 

change nonverbal behaviors [28] but is innovative in that it 

was designed to meet the unique needs of older adults. Older 

adults who differ from younger adults with respect to sensory 

and cognitive processing, including vision and hearing loss 

[30], as well as declines in working memory and difficulties 

with divided attention [27]. 

SYSTEM 

In designing a system for older adults, we encountered 

several challenges. First, we needed to design an interface 

that is simple and requires minimal training to use. Second, 

we needed to generate feedback on the nonverbal behaviors 

of the users. Third, our system needed to give feedback that 

is generalizable and easy to understand. To understand these 

problems better, we consulted with a focus group of 12 older 

adults, each of whom volunteers as companions for isolated 

peers. They have valuable experience with older adults who 

are at an elevated risk of having nonverbal behavioral 

difficulties. We described our concept and showed them a 

low-fidelity prototype. The focus group offered thoughtful 

advice on the virtual assistant’s appearance, feedback, and 

dialogue topics. In summary, the focus group made the 

following suggestions: the avatar should look like an older 

adult; the feedback needs to be less distracting (i.e., avoid 

real-time feedback and have feedback appear in sequence, 

not all at once); avoid too much negative feedback, as it 

might disengage users; and  reinforce positives and 

demonstrate understanding. We then consulted with the 

expert advisory panel. This panel consists of a geriatrician, a 

geriatric neuropsychologist, and a gerontologist with 

expertise in interventions. The advisory panel made the 

following suggestions: include short assessment points 

throughout the intervention in which the virtual assistant can 

give participants feedback directly—as opposed to real-time 

feedback, delivered through text and images—and also foster 

transitions; and the avatar’s face should be highly contrasted 

against the background so that even visually-impaired 

participants will have no difficulty seeing it. We tried to 

incorporate all suggestions. We divided the conversation into 

four phases to reduce cognitive load on users. Our system 

gives feedback after each phase. Given that increasing 

difficulty with divided attention is common with cognitive 

aging [27], many older adults may find it difficult to focus 

on a conversation and feedback simultaneously [24,33,26]. 

This may be especially true of older adults with social 

functioning impairments, like those for whom our program 

is designed [31]. Additionally, feedback across four stages 

allows users to adjust their behavior in successive 

 

Figure 4. Final feedback interface 

 

Figure 5: The dialogue controller’s interface 

 

 

 



conversations. Afterward, our system summarizes the 

feedback and provides recommendations for future practice 

as well as areas to emphasize later (e.g., “vary pitch while 

explaining something”).  

Interface Design 

Our interface features an older woman from SitePal [32] 

(Figure 1). We choose this virtual assistant after consulting 

with our focus group. Also, using the virtual agents for social 

skills training has been shown to be successful in different 

contexts and user groups [28,36,50]. During the conversation 

with the virtual assistant, our system uploads the recorded 

audio and video to a server for processing. After the 

conversation, our system uploads the transcript of the 

conversation to the server to generate feedback. The system 

automatically takes users to the feedback page. We chose 

four different dimensions of conversational skills to give 

feedback: eye contact, volume, smile, and speech content. 

The attendant behaviors (smiling, volume modulation, 

making eye contact, etc.) have been shown to foster 

communication [16,34,35]. A future version of our system 

may include other verbal and nonverbal cues. The feedback 

was given using pictures, text, and voice. Figure 3 shows our 

feedback interface. The top row shows an example of 

positive feedback; the bottom row, negative feedback. The 

feedback interface contains a picture and some text. Some 

studies used pictures to give feedback effectively [36]. We 

added text feedback because feedback offered through 

multiple channels is more likely to be effective than that 

offered through only one channel. We selected this approach 

in response to the expert panel and the focus group. For each 

skill dimension, our system offers positive and negative 

feedback. If the user makes eye contact with the avatar, for 

example, they receive positive feedback on eye contact. Each 

instance of positive feedback is accompanied by an animated 

green checkmark and a “ding” sound. The feedback text is 

read aloud to the user using a text-to-speech engine. To avoid 

repetition, the negative feedback text changes across each 

conversation. For example, if a user does not smile at all 

during the first conversation, the system will say, “You 

didn’t smile at all. Try smiling more, including with your 

eyes.” If the user does not improve in the second 

conversation, the system will say, “Like I mentioned before, 

try smiling more.” To show engagement, we programmed 

our virtual assistant to nod its head periodically (every five 

seconds).   

After every phase of the conversation, our system offers 

final, integrated feedback. This final feedback summarizes 

the feedback the user received after each phase. Figure 4 

shows the final feedback interface. The final feedback 

shows, at most, two dimensions in which the user received 

negative feedback. We decided to show only two cases, as 

too much negative feedback can lead users to disengage. The 

system suggests ways for users to improve. For example, if 

the user receives negative feedback on speech content, our 

system will say: “Practice casual conversation with people 

you encounter during your day, and keep the conversation 

focused on positive topics.” 

Dialogue and Feedback Generation 

Automated understanding of language and responding 

remains an active area of exploration. In this exploratory 

study, we decided to go with a Wizard-of-Oz technique to 

manage the dialogues. A research assistant worked as a 

dialogue controller. The dialogue controller uses an online 

interface shown in Figure 5. To avoid delay due to typing, 

we decided to generate dialogues on predefined topics and 

list the sentences in the dialogue controller’s interface. On 

the right side of the interface (see Figure 5), we listed all 

dialogue options and grouped them by topic. After 

discussing with the focus group, we selected five topics: 

where the user is from, the activities the user likes to do, 

family and friends, getting together with others, and the user 

him or herself. In our study, the first topic (an introduction) 

was mandatory for all participants, after which we allowed 

participants to choose any three among the five topics for the 

remaining three phases. This is how we ensured that each of 

the participants completed four phases of conversation. The 

focus group helped us generate the prompts and replies for 

each topic. On the left side of the controller’s interface (see 

Figure 5), there are buttons for controlling the assistant’s 

nonverbal behavior, including selected dialogue topics, a few 

quick replies, and freeform text input.  

The system records both audio and video of the conversation 

using the computer’s microphone and webcam then sends the 

stream to our server in real time. On the server, the facial and 

prosodic features are extracted from the audio and video files 

using Praat [37] and SHORE [38]. Our features include smile 

intensity, pitch, volume, frequencies of the first three 

formants (F1, F2, F3), and pixel differences between 

consecutive frames. We used a face tracker from Visage 

technologies [39] to extract gaze direction in real time. To 

generate feedback, we used a hidden Markov model–based 

technique. In the past, hidden Markov model was used to 

model human behaviors and actions [55,56]. The training 

data was collected from a speed-dating study [36]. The data 

includes 506 minutes of video from 47 male college students 

having a conversation with a virtual assistant. The videos 

contain only the male students’ faces. A trained set of 

research assistants from psychology with experience in 

social skills training watched the videos to mark those 

moments where they felt a subject needed to adjust their 

nonverbal behavior. Specifically, the research assistants 

looked for appropriate eye contact, volume, and smile. We 

extracted the features from the training videos and trained 

three hidden Markov models using the Baum-Welch 

algorithm [54] for the three nonverbal cues. To predict the 

feedback (positive or negative), we used the forward-

backward algorithm and the features we extracted from 

participants’ videos. Given a sequence of observation, the 

forward-backward algorithm calculates the posterior 

probability of a hidden Markov model [58]. To give feedback 

on content, our clinical psychologists collected some 



keywords, which we considered negative words in the 

context of our study (e.g. “died,” “lonely”). We consider it 

as a negative conversation if the ratio of negative words and 

total words is greater than a predefined threshold empirically 

chosen after testing it on our research assistants. An example 

of false positive feedback would be, participant kept the 

conversation positive but the system gave a negative 

feedback on the content. A limitation of this approach is that 

it is unable to detect when a negative word is used in a 

positive way, and vice-versa. Adding this feature remains 

part of our future exploration. 

STUDY 

To assess the acceptability of the interface to its intended 

audience, we conducted a study with 25 participants who are 

each 65 years old or older. The average age of the 

participants was 68.5. Of those 25, six were single, eight 

were divorced, one was widowed, and ten lived with their 

spouses. Participants were recruited from a hospital-based 

geriatric mental health clinic (n=5) (where difficulties with 

nonverbal behaviors are common) as well as through print 

advertisements (n=20). All participants were native English 

speakers. Our participants varied on self-perceived social 

skills, as we believed more diverse feedback would be most 

useful at this stage. However, the majority of our participants 

(67%) were below the 50th percentile on a population-

normed measure of social skills (PROMIS Self-Efficacy to 

Manage Social Interactions). The study took place in a 

private room in the medical center. Participants first 

consented to the study with a trained assessor. We 

emphasized that participation would have no impact on 

services received from the Medical Center if any, and our 

research staff had no connection with the clinic. After the 

consent process, we explained how the interface works. 

Participants then interacted with our interface by pressing the 

start button in our interface. During the interaction, 

participants went through four conversation phases. After 

each phase, the system redirected participants to a feedback 

page. After four rounds of conversation and feedback, the 

participant received the final feedback (Figure 4), which 

summarized the feedback previously given and suggested 

areas for improvement. Our research staff did not intervene 

beyond helping participants open the interface in the web 

browser. After the interaction, we asked participants a series 

of questions about the interface, their experience, their 

demographics, self-perceived social skills (PROMIS) 

[52,53] any depression or anxiety [44], their social 

connectedness [45], and their use of computers or other 

electronics. The study served to collect data since there is no 

dataset available from any previous studies that target the 

desired behaviors in older adults. We did not conduct this 

study as a system intervention. We plan to conduct such an 

intervention study in the future to evaluate the effectiveness 

of the system.   

Survey Results 

We showed the participants four statements and asked them 

to rate each between one and five, where one indicates strong 

agreement and five indicates strong disagreement. The 

statements and their average ratings are shown in Table 1. 

On average, participants self-reported the interface as easy to 

use, with a value of 1.96 (SD=1.02). Our intuitive design 

choices, with minimal button-pressing and voice-assisted 

feedback, might have made our interface easy to use. 

Participants also disagreed with the statement about the 

system taking too long to use, rating it a 4.04 (SD=0.97).  We 

wanted to know more about the opinions of the participants 

who agreed with the statement, “I feel disconnected from 

other people” (n=12). Table 1 shows no significant 

difference in ratings of the interface between participants 

who felt disconnected and those who did not. There was also 

no difference in the ratings provided by those who felt like 

outsiders at social events (n=12) and those who felt lonely 

(n=20). The participants were further divided based on a self-

reported measure of perceived social skills (in Table 2). We 

did not find any significant difference in the ratings between 

the two groups. These results are important because they 

show the interface is acceptable to people who have (or are 

at risk for) difficulties with social communication [46].  

In our study, 19 participants possessed a home computer or 

a laptop—we called them the “computer user group”—and 

six participants had no access to computers—the “computer 

non-user group.” These two groups’ ratings are also shown 

in Table 1. The computer non-user group thought the 

program was easier to use than the computer user group. This 

may be because the computer user group had higher 

expectations in terms of feedback speed and system 

responsiveness. The computer non-user group tended toward 

not wanting to use the program in their home. But these 

differences are not statistically significant. The lack of 

difference between computer users and computer non-users 

is important because it shows that our system is acceptable 

to even those who have limited experience with technology. 

We also looked at the average ratings of the statements after 

grouping participants based on the presence (or absence) of 

clinically-significant depression, anxiety, and social 

isolation, as these are characteristics that often coexist with 

communication difficulties in later life. Table 2 shows the 

average ratings. In it, the “yes” column contains the ratings 

of those who reported elevated levels of depression, anxiety, 

or social isolation using population-based norms. In these 

three categories, we did not find any significant differences 

in ratings between the groups, which, while inconclusive 

given our sample size, nonetheless suggests that those who 

feel isolated, depressed, or anxious are not less likely to find 

the program acceptable. This is important, as those who 

report these characteristics are most likely to have deficits 

that could improve the program.  

To see how the system performed in terms of feedback 

accuracy, we compared the system-generated feedback 

against that of human judges. Two trained research assistants 

watched each of the interactions individually and decided 

whether to offer positive or negative feedback. We 

calculated the accuracy of our system by comparing against 



these determinations as ground truths. Table 3 shows the 

average accuracy of the system when compared against the 

decisions of the two human judges. The inter-rater reliability 

(Cohen’s Kappa) of the two human judges for each feedback 

dimension is also shown in Table 3. We found that our 

system-generated feedback accorded most with human 

judges on eye contact. Some of our participants were not sure 

where to look to receive positive feedback. Others sat facing 

the light, which reflected on their eyeglasses, making it 

difficult to accurately determine eye gaze direction. Some 

dialogue topics became negative even when participants 

tried to keep them positive. Our system only looked at the 

ratio of positive words to negative words, not more complex 

syntactic structures. There were instances in which 

participants described a positive phenomenon with negative 

words and thus received negative feedback on their speech 

content.  

Feature Analysis 

We looked at how participants were performing in each 

phase of their conversation. We took the percentage of 

participants who received positive feedback according to our 

human annotators (see Figure. 6a). We saw a statistically 

significant difference between the first phase of conversation 

and the last (fourth) phase of conversation (p<0.05) on a 

smile, volume, and content. This suggests that participants 

were able to reflect on the feedback and change those 

behaviors more likely to elicit positive feedback. Among the 

four dimensions, the percentage of participants receiving 

positive feedback on eye contact changed the least (Δ = 

0.31%), whereas smile changed the most (Δ = 83.15%).  

We also looked at the average speaking time of the 

participants during each phase of the conversation (Figure. 

6b). Participants’ response times increased in subsequent 

conversations. Average response time for each question 

during the first conversation was 24 seconds (SD=4.5), 

whereas the average response time for the final conversation 

was 40 seconds (SD=4.9) (p <0.05). This suggests that, as 

the conversation progressed, the participants become more 

comfortable with the interface and revealed more 

information about themselves. 

We further analyzed the affective features of the participants. 

We extracted the facial action units (AU) [47] features from 

the participants’ videos using OpenFace [48] software. Each 

of the AU is expressed in two forms, a strength value ("_r") 

and binary presence ("_c"). Figure 6c shows the difference 

between the features of the first and last conversation phase 

where the difference was significant after adjusting for the 

number of features (p<0.05). We observed that the AU01 

(inner brow raise) which is associated with a surprised facial 

expression [49], had an increase in both average and variance 

in the last conversation phase. In our context, this change 

may indicate that the participants were becoming more 

animated as the interaction progressed. AU04 (brow lower), 

the variance of AU09 (nose wrinkler), and variance of AU15 

(lip corner depressor) also decreased in the last interaction. 

AU04, AU09, and AU15 are associated with the expressions 

of anger, disgust, and sadness respectively [49]. This might 

indicate that as the conversation went the participants 

became more comfortable.  

Post Study Interviews 

In order get additional feedback to help us improve our 

system, we included a qualitative interview with our 

participants (this interview was added midway into data 

collection, thus we only have feedback from n=15 subjects). 

We took a phenomenology approach to designing the 

interview guide, which was developed by one of our study 

investigators. Feedback was obtained from an additional 

researcher and the interview guide was edited accordingly. 

The interview guide included questions focused on 

participants’ experience during the time they engaged with 

the program and suggestions for improving the program.

 Avg. Rating 

Statements AVG 

(n=25) 

Disconnected 

(n=12) 

Outsider 

(n=12) 

Lonely 

(n=20) 

Computer 

User(n=19) 

Computer 

Non-User(n=6) 

1. The program was easy to use. 1.96 1.83 2.08 1.78 2.08 1.69 

2. Using the program was frustrating. 3.68 3.67 3.83 3.94 3.69 3.67 

3. The program took too long to use. 4.04 4.00 4.25 3.89 4.14 3.91 

4. I would likely use the program if I could 

access it from home on a computer. 
2.68 2.75 2.58 2.72 2.57 3.33 

Table 1: Average ratings from participants in different groups based on interpersonal needs. (1 = strongly agree, 5=strongly 

disagree)

 Avg. Rating 

Statements Depression Anxiety Social isolation Social Skills 

 Y(n=1) No Y(n=3) No Y(n=2) No Good(n=6) Poor 

1. The program was easy to use. 1.00 2.00 1.67 2.00 2.00 1.95 1.78 2.11 

2. Using the program was frustrating. 4.00 4.00 4.33 3.76 3.50 3.77 3.89 3.44 

3. The program took too long to use. 4.00 4.04 3.67 4.09 4.50 4.00 4.22 3.68 

4. I would likely use the program if I could 

access it from home on a computer. 
3.00 2.70 3.60 2.81 3.00 2.68 2.67 2.44 

Table 2: Average ratings from participants in different groups based on their diagnosis (1=strongly agree, 5=strongly disagree



 Accuracy 

(%) 

True 

Positive 

Rate 

(%) 

False 

Positive 

Rate 

(%) 

Cohen's 

kappa 

Eye 

Contact 
79.60 76.06 3.50 0.84 

Volume 72.00 58.50 14.25 0.79 

Smile 66.00 60.25 15.35 0.62 

Content 68.80 67.91 17.36 0.67 

Table 3: Accuracy of feedback compared to human judges 

Interviews were audio-recorded with participants’ 

permission and transcribed. We then conducted thematic 

analysis using principles of grounded theory (including the 

constant comparative method) to analyze the data [57]. 

Coding was done by one investigator and then reviewed by 

another investigator (we used open coding) [57]. 

Discrepancies between the two raters did not arise as the 

themes were relatively straightforward and unambiguous.  

We added user codes with the quotations. 

Accuracy of the feedback 

All participants commented on their perceptions of the 

accuracy of the feedback, as they reflected on their 

performance and suggested areas for improvement. Many 

participants perceived that the feedback was accurate (n=5). 

“Every single thing she said I should try to be better at was 

absolutely correct.” (Subject 2, 69 y/o female, 45th percentile 

on social skills). 

Insight into their behaviors and its relation to feedback 

accuracy was also raised by several participants (n=3). 

“I'm pretty much aware of all those things I don't do well. I 

don't smile a lot, I don't vary the pitch of my voice. I have a 

very soft voice.” (Subject 14, 74 y/o female, 39th percentile 

for social skills). 

However, an equal number of participants thought the 

feedback was inaccurate (n=5). This may be the case because 

the training data was collected from college students, rather 

than older adults. A key objective of the current study was to 

obtain data from older participants to better train the system 

for our subsequent efficacy study. One way in which our 

older participants differed from many of the younger 

participants was that most wore eyeglasses, which made it 

difficult for the program to recognize eye gaze direction. 

Further, some of the participants were not sure where to look 

(at the webcam or into the virtual assistant’s eyes) in order to 

get positive eye contact feedback. At first, this frustrated 

them, but eventually, they understood and looked at the 

assistant’s eye to get a positive feedback. As another said, 

“I was frustrated by inaccurate feedback, but once it seemed 

to be in sync, it was fine.”(Subject 11, 70 y/o female, 18th 

percentile on social skills). 

Comfort with the interface 

Most participants (n=10) spoke about their level of comfort 

with the interface given that it was a novel experience for all 

of them. Some spoke about how they initially felt 

uncomfortable engaging with the program, but that this 

improved over the course of the session. 

“I got more comfortable as I went on because I wasn't sure 

how it was going to work at first.” (Subject 2, 69 y/o female, 

45th percentile on social skills). Another said, “'I think the 

more it went on, the more comfortable you get with it.” 

(Subject 7, 69 y/o male, 55th percentile on social skills) 

Many participants also spoke about ways in which the 

program was easy or difficult to use (n=8). We carefully 

designed our system using the feedback from our focus 

group. We had several key design concerns, which included 

participants’ ability to read the feedback, navigate through 

the interface, and hear properly. We minimized button 

pressing to make the program more intuitive. Said another: 

“The program is easy to use; I didn’t need training like I do 

with other new programs.” (Subject 11, 70 y/o female, 18th 

percentile on social skills). 

Useful program for engaging 

We asked our participants about how useful they thought the 

system was. Most participants thought the program could 

help improve conversational skills (n=12). Our interface 

allows these people to practice and possibly improve 

conversational skills without feeling judged by a human. 

Said one of our participants:  

“I know that I could probably improve by practicing. I’ve 

never had the opportunity to practice with something like 

this, which would be an impersonal coach. I started to think 

of her as a coach who wouldn’t react—like a psychiatrist, 

just listening and letting the person do all the talking.” 

(Subject 14, 74 y/o female, 39th percentile for social skills). 

Our participants also said the program could be a great 

teaching tool. Said another,  

“I think it’s a great teaching tool. The program is already 

helpful; it just needs tweaking.” (Subject 3, 67 y/o female, 

32nd percentile on social skills). 

Our participants also viewed this program as a tool that can 

be helpful to those who are shy and withdrawn, learning the 

skills needed to connect and communicate with others. This 

program might also be helpful for those who find it difficult 

to start a conversation.  

“This would be good for people who have issues—who are 

so withdrawn that they can’t communicate. This would help 

them break out of their shell, and give them instructions on 

how to move forward.” (Subject 8, 65 y/o female, 70th 

percentile on social skills). 

Content of the discussion 

We carefully chose dialogue topics after discussing with our 

focus group. Several participants (n=5) commented on the 

content of the dialogue. 

“I would’ve done all five conversation topics- they were 

great. There was nothing intrusive, it was very basic.” 



(Subject 18, 62 y/o female, 25th percentile on social skills). 

During the conversations, the virtual assistant asked some 

questions relevant to their selected dialogue topics. Our 

participants found that the questions the virtual assistant 

asked were common, natural, and comprehensive. 

“I thought the questions were so realistic. Those are the 

questions I grill people on all the time when I meet them. It 

was very natural.” (Subject 8, 65 y/o female, 70th percentile 

on social skills)  

Some of the participants felt that the conversation was one 

sided, as the virtual assistant was not able to respond to all 

the questions the participant asked.  

“I gave answers but I didn’t feel like I had the chance to ask  

her questions. It felt strange... The conversation is too one-

sided.”   (Subject 2, 69 y/o female, 45th percentile on social 

skills) 

Suggestions to improve the interface 

Two participants addressed the fact that the conversations 

had no time limit, allowing participants to speak as long as 

they wanted. It was not clear to the participants how long the 

conversations would continue. One participant suggested 

using a timeline.  

“A timeline would be helpful—knowing how long each 

section is going to be, and how far along you are in the 

program.” (Subject 5, 83 y/o male, 61st percentile on social 

skills). 

Another participant brought up the issue of sensory 

impairment in later life. 

“At first I had a hard time hearing, but after she started 

talking, you kind of get what was going on. It could be part 

of the hearing problems I have, but once I got into it, I could 

understand her voice. As it went on it got better.” (Subject 7, 

69 y/o male, 55th percentile on social skills) 

To further improve our program, we plan to consult with the 

geriatrician on our advisory board for features we could add 

to better accommodate age-related hearing and vision loss. 

DISCUSSION AND FUTURE WORK 

Even though the agreement between the feedback generated 

by our algorithm and two labelers was fairly high, there is 

room for improvement. The feedback module was trained 

with videos of college students who are younger than our 

target population and have different facial, prosodic and 

behavioral characteristics. We used a hidden Markov model 

to better understand temporal patterns to generate feedback. 

In future, we will continue to improve our proposed machine 

learning model to generate more accurate feedback. Our 

exploration will include other non-temporal models (i.e., 

support vector machine) and neural network based classifiers 

(i.e., recurrent neural network). In this exploratory study, we 

collected 25 videos of interaction with older adults. We will 

improve our feedback module by using this new set of 

videos. Formulating feedback by counting positive and 

negative words has many limitations. Future work will 

involve more semantic analysis, using techniques from 

natural language processing.  

The effectiveness of the system (i.e., improving social skills) 

was not assessed through the preliminary study. The 

objective of the study was to assess the acceptability of the 

system in older adults. This type of intervention is acceptable 

to younger adults. There are no evidence-based reasons to 

predict that older adults would react differently than younger 

adults to the prospect of using the program. Some of the end 

users take part in the design of the system. Some of the older 

adults we included did have difficulties with social skills. We 

also included those without these difficulties because we 

believe a wider range of feedback is helpful. In future, we  

 

(a) 

 

(b) 

 

(c) 

Figure 6. (a) The trend line of the percentage of participants 

annotated as positive feedback recipients after each 

conversation. (b) The average length of the participants’ 

speeches for each of the small conversation. (c) Changes in the 

average action unit values. 



will recruit participants with social skills deficits. 

The study was a one-time visit by the participants. Thus, it 

was not necessary to remember the information from the 

previous sessions, and there was none. However, the system 

remembers the feedback it gave to the participant in 

subsequent conversations (in the same day) and synthesizes 

them to produce a final feedback. In future, we will enable 

the system to remember the past conversation by augmenting 

the login capability. 

Participants appreciated the dialogue we chose. The 

interactions, however, were one-sided, as the virtual assistant 

was not able to answer all the questions posed by our 

participants because we generated a limited number of 

responses. The transcripts collected from this study will 

allow us to generate more responses for the assistant. To 

automate the dialogue controller, we will build a topic-based 

dialogue module. The automated dialogue module can have 

conversations on particular topics and the responses will be 

chosen by pattern-matching. Spontaneous back-channeling 

was not implemented in our current prototype. In the future, 

we will incorporate features, such as sharing a smile or 

nodding appropriately, which can lead to a more natural 

interaction. This remains an open research problem for us 

and the virtual assistant community.  

Our aim is to build an interface that will become a part of the 

users’ lives. With the initial exploratory study and findings, 

our next step is to deploy a fully automated system online. 

We used the Wizard-of-Oz technique as our first step to build 

the automated dialogue system. This study gave us the 

valuable data necessary for an automated dialogue manager. 

It will allow us to run a longitudinal study allowing 

participants to use our system from home. It is important to 

investigate how the participants are able to utilize their 

practice with our interface to improve or maintain their 

relationships and maintain better health and quality of life. 

We will have older adults who demonstrate difficulties with 

social communication (as measured by low levels of social 

functioning and impairments on standardized ratings of 

communication behaviors) engage with the program several 

times and assess their communication behaviors at baseline, 

at the end of the two weeks of practice, and three months 

later. Doing so will allow us to measure learning and change 

over time, as well as maintenance of gains after finishing 

their sessions. Our study presented here is a necessary first 

step to this future study.  

Further, later life brings with it numerous potentially 

stressful social encounters, including discussions about end-

of-life care, for example. Even older adults with strong 

conversation skills will likely to have some difficulties with 

these conversations. Thus, a future direction with our system 

is to adapt it for assisting all older adults with challenging 

social situations common in later life, including end-of-life 

planning, discussions with physicians, discussions with adult 

children about giving up driving and moving to retirement 

communities. 

CONCLUSION 

Our semi-automated interface was designed to benefit older 

adults who have difficulties with communication skills, 

including those who are homebound, while avoiding social 

stigma and minimizing burdens associated with in-person 

interventions. Since our target users are different than those 

studied using previous social skills training tools, we spoke 

with the advisory panel and the focus group in order to make 

the design choices. Our exploratory study, with 25 

participants, revealed key challenges while also 

underscoring the acceptability and feasibility of the system. 

Our participants shared their experiences using the interface 

and, overall, found it useful, intuitive, and fairly accurate.  

This indicates that such technology might be accepted by 

many older adults, including those who could stand to benefit 

the most. Our analysis of the response time and the human 

annotations revealed that participants gradually spoke with 

the assistant longer and received less negative feedback as 

the interaction progressed. The exploratory study provided 

important insights that we will use in building the next 

version of this program. 

Improving interpersonal skills is a personal experience and 

should happen with the presence of other humans. Thus, our 

program is not designed to replace human interaction and 

companionship. Rather, the program is a tool to be used to 

improve communication skills in a safe, non-judgmental 

environment; these skills can then be practiced with other 

people. Having difficulties with conversation skills can make 

social interactions stressful, which exacerbates cognitive 

changes associated with aging that could impede learning 

new behaviors; using our program allows older adults to 

practice new skills in a less stressful environment before 

attempting to use new behaviors with people in their lives. 

Further, later life imposes a unique challenge for individuals 

who are homebound and unable to take advantage of help by 

commuting to a clinic, thus indicating an important role for 

a web-based automated program. Our program may help 

these individuals improve their skills, thereby maximizing 

the time they have with people in their lives and promoting 

useful and less stressful conversations with spouses and 

family members. We believe computation has an important 

role to play by providing fully automated, repeatable, 

standardized, and non-judgmental “conversational 

coaching” to individuals who may need it.   
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